


Lecture Notes in Computer Science 3333
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
New York University, NY, USA

Doug Tygar
University of California, Berkeley, CA, USA

Moshe Y. Vardi
Rice University, Houston, TX, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Kiyoharu Aizawa Yuichi Nakamura
Shin’ichi Satoh (Eds.)

Advances in Multimedia
Information Processing –
PCM 2004

5th Pacific Rim Conference on Multimedia
Tokyo, Japan, November 30 – December 3, 2004
Proceedings, Part III

13



Volume Editors

Kiyoharu Aizawa
Department of Frontier Informatics, The University of Tokyo
5-1-5 Kashiwanoha, Kashiwa, Chiba 277-8561, Japan
E-mail: aizawa@hal.t.u-tokyo.ac.jp

Yuichi Nakamura
Academic Center for Computation and Media Studies, Kyoto University
Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan
E-mail: yuichi@media.kyoto-u.ac.jp

Shin’ichi Satoh
National Institute of Informatics
2–1–2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan
E-mail: satoh@nii.ac.jp

Library of Congress Control Number: 2004115461

CR Subject Classification (1998): H.5.1, H.3, H.5, C.2, H.4, I.3, K.6, I.7, I.4

ISSN 0302-9743
ISBN 3-540-23985-5 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springeronline.com

© Springer-Verlag Berlin Heidelberg 2004
Printed in Germany

Typesetting: Camera-ready by author, data conversion by PTP-Berlin, Protago-TeX-Production GmbH
Printed on acid-free paper SPIN: 11363316 06/3142 5 4 3 2 1 0



Preface

Welcome to the proceedings of the 5th Pacific Rim Conference on Multimedia
(PCM 2004) held in Tokyo Waterfront City, Japan, November 30–December 3,
2004. Following the success of the preceding conferences, PCM 2000 in Sydney,
PCM 2001 in Beijing, PCM 2002 in Hsinchu, and PCM 2003 in Singapore,
the fifth PCM brought together the researchers, developers, practitioners, and
educators in the field of multimedia. Theoretical breakthroughs and practical
systems were presented at this conference, thanks to the support of the IEEE
Circuits and Systems Society, IEEE Region 10 and IEEE Japan Council, ACM
SIGMM, IEICE and ITE.

PCM 2004 featured a comprehensive program including keynote talks, regular
paper presentations, posters, demos, and special sessions. We received 385 papers
and the number of submissions was the largest among recent PCMs. Among such
a large number of submissions, we accepted only 94 oral presentations and 176
poster presentations. Seven special sessions were also organized by world-leading
researchers. We kindly acknowledge the great support provided in the reviewing
of submissions by the program committee members, as well as the additional
reviewers who generously gave their time. The many useful comments provided
by the reviewing process must have been very valuable for the authors’ work.

This conference would never have happened without the help of many people.
We greatly appreciate the support of our strong organizing committee chairs
and advisory chairs. Among the chairs, special thanks go to Dr. Ichiro Ide and
Dr. Takeshi Naemura who smoothly handled publication of the proceedings with
Springer. Dr. Kazuya Kodama did a fabulous job as our Web master.

September 2004

Kiyoharu Aizawa
Yuichi Nakamura
Shin’ichi Satoh
Masao Sakauchi



PCM 2004 Organization

Organizing Committee

Conference Chair Masao Sakauchi
NII/The Univ. of Tokyo

Program Co-chairs Kiyoharu Aizawa
The Univ. of Tokyo
Yuichi Nakamura
Kyoto Univ.
Shin’ichi Satoh
NII

Poster/Demo Co-chairs Yoshinari Kameda
Univ. of Tsukuba
Takayuki Hamamoto
Tokyo Univ. of Science

Financial Co-chairs Nobuji Tetsutani
Tokyo Denki Univ.
Hirohisa Jozawa
NTT Resonant

Publicity Co-chairs Noboru Babaguchi
Osaka Univ.
Yoshiaki Shishikui
NHK

Publication Co-chairs Takeshi Naemura
The Univ. of Tokyo
Ichiro Ide
Nagoya Univ.

Registration Chair Ryoichi Kawada
KDDI

Web Chair Kazuya Kodama
NII

USA Liaison Tsuhan Chen
CMU

Korea Liaison Yo-Sung Ho
K-JIST

Advisory Committee Sun-Yuan Kung
Princeton Univ.
Hong-Jiang Zhang
Microsoft Research Asia
Masayuki Tanimoto
Nagoya Univ.



Organization VII

Mark Liao
Academia Sinica
Hiroshi Harashima
The Univ. of Tokyo

Program Committee

Masao Aizu
Canon
Laurent Amsaleg
IRISA-CNRS
Yasuo Ariki
Kobe Univ.
Alberto Del Bimbo
Univ. of Florence
Nozha Boujemaa
INRIA Rocquencourt
Jihad F. Boulos
American Univ. of Beirut
Tat-Seng Chua
National Univ. of Singapore
Chabane Djeraba
LIFL
Toshiaki Fujii
Nagoya Univ.
Yihong Gong
NEC Laboratories America
Patrick Gros
IRISA-CNRS
William Grosky
Univ. of Michigan, Dearborn
Alexander G. Hauptmann
CMU
Yun He
Tsinghua Univ.
Xian-Sheng Hua
Microsoft Research Asia
Takashi Ida
Toshiba
Hiroyuki Imaizumi
NHK-ES
Takashi Itoh
Fujitsu
Alejandro Jaimes
FX Pal Japan, Fuji Xerox

Mohan S. Kankanhalli
National Univ. of Singapore
Norio Katayama
NII
Jiro Katto
Waseda Univ.
Asanobu Kitamoto
NII
Hitoshi Kiya
Tokyo Metropolitan Univ.
Byung-Uk Lee
Ewha Univ.
Sang-Wook Lee
Seoul National Univ.
Michael Lew
Univ. of Leiden
Mingjing Li
Microsoft Research Asia
Rainer Lienhart
Univ. Augsburg
Wei-Ying Ma
Microsoft Research Asia
Michihiko Minoh
Kyoto Univ.
Hiroshi Murase
Nagoya Univ.
Chong-Wah Ngo
City Univ. of Hong Kong
Satoshi Nogaki
NEC
Vincent Oria
New Jersey Institute of Technology
Rae-Hong Park
Sogang Univ.
Helmut Prendinger
NII
Jong-Beom Ra
KAIST



VIII Organization

Takahiro Saito
Kanagawa Univ.
Philippe Salembier
Univ. Politecnica de Catalunya
Nicu Sebe
Univ. of Amsterdam
Timothy K. Shih
Tamkang Univ.
John Smith
IBM T.J. Watson Research Center
Kenji Sugiyama
Victor
Ming Ting Sun
Univ. of Washington

Seishi Takamura
NTT
Qi Tian
Institute for Infocomm Research
Luis Torres
Univ. Politecnica de Catalunya
Marcel Worring
Univ. of Amsterdam
Yoshihisa Yamada
Mitsubishi Electric
Naokazu Yokoya
Nara Institute of Science

and Technology

Additional Reviewers

Frank Aldershoff
Hirofumi Aoki
Yukihiro Bandoh
Istvan Barakonyi
Stefano Berretti
Marco Bertini
Lei Chen
Keiichi Chono
He Dajun
Manolis Delakis
Takuya Funatomi
Guillaume Gravier
Keiji Gyohten
Reiko Hamada
Mei Han
Atsushi Hatabu
Ngoh Lek Heng
Xian-Sheng Hua
Lim Joo Hwee
Masaaki Iiyama
Mitsuo Ikeda
Kiyohiko Ishikawa
Hironori Ito

Yoshimichi Ito
Junko Itou
Wei Jiang
Wanjun Jin
Koh Kakusho
Masayuki Kanbara
Yutaka Kaneko
Ewa Kijak
Jonghwa Kim
Hideaki Kimata
Takahiro Kimoto
Koichi Kise
Masaki Kitahara
Takayuki Kitasaka
Zhiwei Li
Lie Lu
Yufei Ma
Keigo Majima
Takafumi Marutani
Yutaka Matsuo
Toshihiro Minami
Yoshihiro Miyamoto
Seiya Miyazaki

Kensaku Mori
Takeshi Mori
Satoshi Nishiguchi
Takayuki Onishi
Wei-Tsang Ooi
Jia-wei Rong
Tomasz M. Rutkowski
Shinichi Sakaida
Tomokazu Sato
Susumu Seki
Yuzo Senda
Fumihisa Shibata
Tomokazu Takahashi
Hung-Chuan Teh
Qiang Wang
Kaoru Watanabe
Joost van de Weijer
Jun Wu
Huaxin Xu
Keisuke Yagi
Itheri Yahiaoui
Kazumasa Yamazawa



Table of Contents, Part III

Human-Scale Virtual Reality and Interaction

WARAJI: Foot-Driven Navigation Interfaces
for Virtual Reality Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Salvador Barrera, Piperakis Romanos, Suguru Saito,
Hiroki Takahashi, Masayuki Nakajima

Time Space Interface Using DV (Digital Video)
and GPS (Global Positioning System) Technology –
A Study with an Art Project “Field-Work@Alsace” . . . . . . . . . . . . . . . . . . . 8

Masaki Fujihata

Action Generation from Natural Language . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Satoshi Funatsu, Tomofumi Koyama, Suguru Saito,
Takenobu Tokunaga, Masayuki Nakajima

Human-Scale Interaction with a Multi-projector Display
and Multimodal Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Naoki Hashimoto, Jaeho Ryu, Seungzoo Jeong, Makoto Sato

Entertainment Applications of Human-Scale Virtual Reality Systems . . . . 31
Akihiko Shirai, Kiichi Kobayashi, Masahiro Kawakita,
Shoichi Hasegawa, Masayuki Nakajima, Makoto Sato

Analysis and Synthesis of Latin Dance Using Motion Capture Data . . . . . 39
Noriko Nagata, Kazutaka Okumoto, Daisuke Iwai, Felipe Toro,
Seiji Inokuchi

Surveillance and Tracking

Web-Based Telepresence System
Using Omni-directional Video Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Kazumasa Yamazawa, Tomoya Ishikawa, Tomokazu Sato, Sei Ikeda,
Yutaka Nakamura, Kazutoshi Fujikawa, Hideki Sunahara,
Naokazu Yokoya

Wide View Surveillance System with Multiple Smart Image Sensors
and Mirrors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Ryusuke Kawahara, Satoshi Shimizu, Takayuki Hamamoto

Object Tracking and Identification in Video Streams
with Snakes and Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Bruno Lameyre, Valerie Gouet



X Table of Contents, Part III

Optical Flow-Based Tracking of Deformable Objects
Using a Non-prior Training Active Feature Model . . . . . . . . . . . . . . . . . . . . . 69

Sangjin Kim, Jinyoung Kang, Jeongho Shin, Seongwon Lee,
Joonki Paik, Sangkyu Kang, Besma Abidi, Mongi Abidi

An Immunological Approach to Raising Alarms in Video Surveillance . . . . 79
Lukman Sasmita, Wanquan Liu, Svetha Venkatesh

Sat-Cam: Personal Satellite Virtual Camera . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Hansung Kim, Itaru Kitahara, Kiyoshi Kogure, Norihiro Hagita,
Kwanghoon Sohn

Image Analysis (III)

A Linear Approximation Based Method
for Noise-Robust and Illumination-Invariant Image Change Detection . . . . 95

Bin Gao, Tie-Yan Liu, Qian-Sheng Cheng, Wei-Ying Ma

3D Model Similarity Measurement with Geometric Feature Map Based
on Phase-Encoded Range Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Donghui Wang, Chenyang Cui

Automatic Peak Number Detection in Image Symmetry Analysis . . . . . . . . 111
Jingrui He, Mingjing Li, Hong-Jiang Zhang, Hanghang Tong,
Changshui Zhang

Image Matching Based on Singular Value Decomposition . . . . . . . . . . . . . . . 119
Feng Zhao

Image Matching Based on Scale Invariant Regions . . . . . . . . . . . . . . . . . . . . . 127
Lei Qin, Wei Zeng, Weiqiang Wang

Compression (II)

A Method for Blocking Effect Reduction Based on Optimal Filtering . . . . 135
Daehee Kim, Yo-Sung Ho

Novel Video Error Concealment Using Shot Boundary Detection . . . . . . . . 143
You-Neng Xiao, Xiang-Yang Xue, Ruo-Nan Pu, Hong Lu,
Congjie Mi

Using Only Long Windows in MPEG-2/4 AAC Encoding . . . . . . . . . . . . . . 151
Fu-Mau Chang, Shingchern D. You

Frequency Weighting and Selective Enhancement
for MPEG-4 Scalable Video Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Seung-Hwan Kim, Yo-Sung Ho

Efficient Multiview Video Coding Based on MPEG-4 . . . . . . . . . . . . . . . . . . 167
Wenxian Yang, King Ngi Ngan, Jianfei Cai



Table of Contents, Part III XI

Block Matching Using Integral Frame Attributes . . . . . . . . . . . . . . . . . . . . . . 175
Viet Anh Nguyen, Yap-Peng Tan

Impact of Similarity Threshold on Arbitrary Shaped Pattern
Selection Very Low Bit-Rate Video Coding Algorithm . . . . . . . . . . . . . . . . . 184

Manoranjan Paul, Manzur Murshed

A Study on the Quantization Scheme in H.264/AVC
and Its Application to Rate Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Siwei Ma, Wen Gao, Debin Zhao, Yan Lu

An Efficient VLSI Implementation for MC Interpolation
of AVS Standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Lei Deng, Wen Gao, Ming-Zeng Hu, Zhen-Zhou Ji

Fast Fractal Image Encoder Using Non-overlapped Block Classification
and Simplified Isometry Testing Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

Youngjoon Han, Hawik Chung, Hernsoo Hahn

A Fast Downsizing Video Transcoder Based on H.264/AVC Standard . . . . 215
Chih-Hung Li, Chung-Neng Wang, Tihao Chiang

Temporal Error Concealment with Block Boundary Smoothing . . . . . . . . . 224
Woong Il Choi, Byeungwoo Jeon

Spatio-temporally Adaptive Regularization for Enhancement
of Motion Compensated Wavelet Coded Video . . . . . . . . . . . . . . . . . . . . . . . . 232

Junghoon Jung, Hyunjong Ki, Seongwon Lee, Jeongho Shin,
Jinyoung Kang, Joonki Paik

ROI and FOI Algorithms for Wavelet-Based Video Compression . . . . . . . . 241
Chaoqiang Liu, Tao Xia, Hui Li

Adaptive Distributed Source Coding for Multi-view Images . . . . . . . . . . . . . 249
Mehrdad Panahpour Tehrani, Michael Droese, Toshiaki Fujii,
Masayuki Tanimoto

Hybrid Multiple Description Video Coding Using SD/MD Switching . . . . . 257
Il Koo Kim, Nam Ik Cho

Streaming (II)

Clusters-Based Distributed Streaming Services
with Fault-Tolerant Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

Xiaofei Liao, Hai Jin

Towards SMIL Document Analysis Using an Algebraic Time Net . . . . . . . . 273
A. Abdelli, M. Daoudi



XII Table of Contents, Part III

MULTFRC-LERD: An Improved Rate Control Scheme
for Video Streaming over Wireless . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Xiaolin Tong, Qingming Huang

Multi-source Media Streaming for the Contents Distribution
in a P2P Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

Sung Yong Lee, Jae Gil Lee, Chang Yeol Choi

A New Feature for TV Programs:
Viewer Participation Through Videoconferencing . . . . . . . . . . . . . . . . . . . . . . 298

Jukka Rauhala, Petri Vuorimaa

Application Layer Multicast with Proactive Route Maintenance
over Redundant Overlay Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

Yohei Kunichika, Jiro Katto, Sakae Okubo

Real-Time Rate Control Via Variable Frame Rate
and Quantization Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

Chi-Wah Wong, Oscar C. Au, Raymond Chi-Wing Wong,
Hong-Kwai Lam

The Structure of Logically Hierarchical Cluster
for the Distributed Multimedia on Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Xuhui Xiong, Shengsheng Yu, Jingli Zhou

Watermarking (II)

Image Forensics Technology for Digital Camera . . . . . . . . . . . . . . . . . . . . . . . 331
Jongweon Kim, Youngbae Byun, Jonguk Choi

Lossless Data Hiding Based on Histogram Modification
of Difference Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 340

Sang-Kwang Lee, Young-Ho Suh, Yo-Sung Ho

A Robust Image Watermarking Scheme to Geometrical Attacks
for Embedment of Multibit Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

Jung-Soo Lee, Whoi-Yul Kim

Combined Encryption and Watermarking Approaches
for Scalable Multimedia Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

Feng-Cheng Chang, Hsiang-Cheh Huang, Hsueh-Ming Hang

Digital Image Watermarking Using Independent Component Analysis . . . 364
Viet Thang Nguyen, Jagdish Chandra Patra

Clustering-Based Image Retrieval
Using Fast Exhaustive Multi-resolution Search Algorithm . . . . . . . . . . . . . . 372

Byung Cheol Song, Kang Wook Chun



Table of Contents, Part III XIII

Robust Watermarking for Copyright Protection
of 3D Polygonal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

Wan-Hyun Cho, Myung-Eun Lee, Hyun Lim, Soon-Young Park

Digital Video Scrambling Method Using Intra Prediction Mode . . . . . . . . . 386
Jinhaeng Ahn, Hiuk Jae Shim, Byeungwoo Jeon, Inchoon Choi

Watermark Re-synchronization Using Sinusoidal Signals
in DT-CWT Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394

Miin-Luen Day, Suh-Yin Lee, I-Chang Jou

The Undeniable Multi-signature Scheme Suitable
for Joint Copyright Protection on Digital Contents . . . . . . . . . . . . . . . . . . . . 402

Sung-Hyun Yun, Hyung-Woo Lee

A Digital Watermarking Scheme for Personal Image Authentication
Using Eigenface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

Chien-Hsung Chen, Long-Wen Chang

Cryptanalysis of a Chaotic Neural Network Based
Multimedia Encryption Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 418

Chengqing Li, Shujun Li, Dan Zhang, Guanrong Chen

A Secure Steganographic Method on Wavelet Domain
of Palette-Based Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426

Wei Ding, Xiang-Wei Kong, Xin-Gang You, Zi-Ren Wang

Mapping Energy Video Watermarking Algorithm Based
on Compressed Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Lijun Wang, HongXun Yao, ShaoHui Liu, Wen Gao

A Fragile Image Watermarking Based on Mass and Centroid . . . . . . . . . . . 441
Hui Han, HongXun Yao, ShaoHui Liu, Yan Liu

Content Production (II)

MPEG-21 DIA Testbed for Stereoscopic Adaptation of Digital Items . . . . 449
Hyunsik Sohn, Haksoo Kim, Manbae Kim

An MPEG-4 Authoring System with Temporal Constraints
for Interactive Scene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Heesun Kim

A Method of Digital Camera Work Focused on Players and a Ball
(– Toward Automatic Contents Production System
of Commentary Soccer Video by Digital Shooting –) . . . . . . . . . . . . . . . . . . . 466

Masahito Kumano, Yasuo Ariki, Kiyoshi Tsukada

Real-Time Rendering of Watercolor Effects for Virtual Environments . . . . 474
Su Ian Eugene Lei, Chun-Fa Chang



XIV Table of Contents, Part III

Haptic Interaction in Realistic Multimedia Broadcasting . . . . . . . . . . . . . . . 482
Jongeun Cha, Jeha Ryu, Seungjun Kim, Seongeun Eom,
Byungha Ahn

Object-Based Stereoscopic Conversion of MPEG-4 Encoded Data . . . . . . . 491
Manbae Kim, Sanghoon Park, Youngran Cho

Applications (II)

Shared Annotation Database
for Networked Wearable Augmented Reality System . . . . . . . . . . . . . . . . . . . 499

Koji Makita, Masayuki Kanbara, Naokazu Yokoya

A Study on Image Electronic Money Based
on Watermarking Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 508

Jung-Soo Lee, Jong-Weon Kim, Kyu-Tae Kim, Jong-Uk Choi,
Whoi-Yul Kim

A Fully Automated Web-Based TV-News System . . . . . . . . . . . . . . . . . . . . . 515
P.S. Lai, L.Y. Lai, T.C. Tseng, Y.H. Chen, Hsin-Chia Fu

An Evolutionary Computing Approach for Mining
of Bio-medical Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523

Shashikala Tapaswi, R.C. Joshi

Movie-Based Multimedia Environment for Programming
and Algorithms Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533

Dmitry Vazhenin, Alexander Vazhenin, Nikolay Mirenkov

An Improvement Algorithm for Accessing Patterns Through Clustering
in Interactive VRML Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 542

Damon Shing-Min Liu, Shao-Shin Hung, Ting-Chia Kuo

Multimedia Analysis

MPEG-4 Video Retrieval Using Video-Objects
and Edge Potential Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 550

Minh-Son Dao, Francesco G.B. DeNatale, Andrea Massa

A Unified Framework Using Spatial Color Descriptor
and Motion-Based Post Refinement for Shot Boundary Detection . . . . . . . 558

Wei-Ta Chu, Wen-Huang Cheng, Sheng-Fang He,
Chia-Wei Wang, Ja-Ling Wu

HMM-Based Audio Keyword Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566
Min Xu, Ling-Yu Duan, Jianfei Cai, Liang-Tien Chia,
Changsheng Xu, Qi Tian



Table of Contents, Part III XV

Video Scene Segmentation Using Sequential Change Detection . . . . . . . . . . 575
Zhenyan Li, Hong Lu, Yap-Peng Tan

Feature Extraction and Evaluation Using Edge Histogram Descriptor
in MPEG-7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

Chee Sun Won

Automatic Synthesis of Background Music Track Data by Analysis
of Video Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591

Toshio Modegi

Compression (III)

Picture Quality Improvement in Low Bit Rate Video Coding
Using Block Boundary Classification and Simple Adaptive Filter . . . . . . . . 599

Kee-Koo Kwon, Jin-Suk Ma, Sung-Ho Im, Dong-Sun Lim

Bit Position Quantization in Scalable Video Coding
for Representing Detail of Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 607

Hideaki Kimata, Masaki Kitahara, Kazuto Kamikura,
Yoshiyuki Yashima

A Fast Full Search Algorithm for Multiple Reference Images . . . . . . . . . . . . 615
Hyun-Soo Kang, Si-Woong Lee, Kook-Yeol Yoo, Jae-Gark Choi

Preprocessing of Depth and Color Information
for Layered Depth Image Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 622

Seung-Uk Yoon, Sung-Yeol Kim, Yo-Sung Ho

Selective Motion Estimation for Fast Video Encoding . . . . . . . . . . . . . . . . . . 630
Sun Young Lee, Yong Ho Cho, Whoiyul Kim, Euee S. Jang

An Efficient VLSI Architecture of the Sample Interpolation
for MPEG-4 Advanced Simple Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 639

Lei Deng, Ming-Zeng Hu, Zhen-Zhou Ji

Performance Improvement of Vector Quantization by Using Threshold . . . 647
Hung-Yi Chang, Pi-Chung Wang, Rong-Chang Chen,
Shuo-Cheng Hu

An Efficient Object Based Personal Video Coding System . . . . . . . . . . . . . . 655
Cataldo Guaragnella, Tiziana D’ Orazio

Multiview Video Coding Based on Global Motion Model . . . . . . . . . . . . . . . 665
Xun Guo, Qingming Huang

A Novel Rate-Distortion Model for Leaky Prediction
Based FGS Video Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 673

Jianhua Wu, Jianfei Cai



XVI Table of Contents, Part III

JPEG Quantization Table Design for Photos with Face
in Wireless Handset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 681

Gu-Min Jeong, Jun-Ho Kang, Yong-Su Mun, Doo-Hee Jung

Effective Drift Reduction Technique
for Reduced Bit-Rate Video Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689

June-Sok Lee, Goo-Rak Kwon, Jae-Won Kim, Jae-Yong Lee,
Sung-Jea Ko

On Implementation of a Scalable Wallet-Size Cluster Computing
System for Multimedia Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 697

Liang-Teh Lee, Kuan-Ching Li, Chao-Tung Yang, Chia-Ying Tseng,
Kang-Yuan Liu, Chih-Hung Hung

An Adaptive LS-Based Motion Prediction Algorithm
for Video Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 705

Min-Cheol Hong, Myung-Sik Yoo, Ji-Hee Kim

Embedded Packetization Framework
for Layered Multiple Description Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 713

Longshe Huo, Qingming Huang, Jianguo Xie

Watermarking (III)

Semi-fragile Watermarking Based on Dither Modulation . . . . . . . . . . . . . . . 721
Jongweon Kim, Youngbae Byun, Jonguk Choi

An Adaptive Steganography for Index-Based Images
Using Codeword Grouping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 731

Chin-Chen Chang, Piyu Tsai, Min-Hui Lin

DH-LZW: Lossless Data Hiding Method in LZW Compression . . . . . . . . . . 739
Hiuk Jae Shim, Byeungwoo Jeon

Blind Image Data Hiding in the Wavelet Domain . . . . . . . . . . . . . . . . . . . . . 747
Mohsen Ashourian, Yo-Sung Ho

Image Watermarking Capacity Analysis
Using Hopfield Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 755

Fan Zhang, Hongbin Zhang

Efficient Algorithms in Determining JPEG-Effective
Watermark Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 763

Chih-Wei Tang, Hsueh-Ming Hang

A Fragile Watermarking Based on Knapsack Problem . . . . . . . . . . . . . . . . . 771
Hui Han, HongXun Yao, ShaoHui Liu, Yan Liu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 777



Table of Contents, Part I

Volume I

Art

Categorizing Traditional Chinese Painting Images . . . . . . . . . . . . . . . . . . . . . 1
Shuqiang Jiang, Tiejun Huang

A Knowledge-Driven Approach
for Korean Traditional Costume (Hanbok) Modeling . . . . . . . . . . . . . . . . . . . 9

Yang-Hee Nam, Bo-Ran Lee, Crystal S. Oh

Retrieval of Chinese Calligraphic Character Image . . . . . . . . . . . . . . . . . . . . 17
Yueting Zhuang, Xiafen Zhang, Jiangqin Wu, Xiqun Lu

Network (I)

Random Channel Allocation Scheme in HIPERLAN/2 . . . . . . . . . . . . . . . . . 25
Eui-Seok Hwang, Jeong-Jae Won, You-Chang Ko,
Hyong-Woo Lee, Choong-Ho Cho

A Two-Stage Queuing Approach to Support Real-Time QoS Guarantee
for Multimedia Services in TDMA Wireless Networks . . . . . . . . . . . . . . . . . . 33

Ren-Hao Cheng, Po-Cheng Huang, Mong-Fong Horng,
Jiang-Shiung Ker, Yau-Hwang Kuo

Performance Evaluation of Adaptive Rate Control (ARC)
for Multimedia Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Surasee Prahmkaew, Chanintorn Jittawiriyanukoon

Sports (I)

A Tennis Video Indexing Approach Through Pattern Discovery
in Interactive Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Peng Wang, Rui Cai, Shi-Qiang Yang

Online Play Segmentation
for Broadcasted American Football TV Programs . . . . . . . . . . . . . . . . . . . . . 57

Liexian Gu, Xiaoqing Ding, Xian-Sheng Hua

Semantic Analysis of Basketball Video Using Motion Information . . . . . . . 65
Song Liu, Haoran Yi, Liang-Tien Chia, Deepu Rajan, Syin Chan



XVIII Table of Contents, Part I

Immersive Conferencing: Novel Interfaces
and Paradigms for Remote Collaboration

Reach-Through-the-Screen:
A New Metaphor for Remote Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Jonathan Foote, Qiong Liu, Don Kimber, Patrick Chiu,
Frank Zhao

Working Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Paul Luff, Hideaki Kuzuoka, Christian Heath, Jun Yamashita,
Keiichi Yamazaki

Immersive Meeting Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Ralf Tanger, Peter Kauff, Oliver Schreer

EnhancedTable: Supporting a Small Meeting
in Ubiquitous and Augmented Environment . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Hideki Koike, Shin’ichiro Nagashima, Yasuto Nakanishi,
Yoichi Sato

Remote Collaboration on Physical Whiteboards . . . . . . . . . . . . . . . . . . . . . . . 105
Zhengyou Zhang, Li-wei He

Network (II)

Aggressive Traffic Smoothing for Delivery of Online Multimedia . . . . . . . . . 114
Jeng-Wei Lin, Ray-I Chang, Jan-Ming Ho, Feipei Lai

Distributed Video Streaming Using Multicast (DVSM) . . . . . . . . . . . . . . . . . 122
Ramesh Yerraballi, ByungHo Lee

Centralized Peer-to-Peer Streaming with PFGS Video Codec . . . . . . . . . . . 131
Ivan Lee, Ling Guan

Buffer Level Estimation for Seamless Media Streaming
in Mobile IPv6 Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Dongwook Lee, JongWon Kim

Dynamic Walks for Searching Streaming Media
in Peer-to-Peer Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Zhou Su, Jiro Katto, Yasuhiko Yasuda

Image Retrieval

An Image Retrieval Scheme
Using Multi-instance and Pseudo Image Concepts . . . . . . . . . . . . . . . . . . . . . 157

Feng-Cheng Chang, Hsueh-Ming Hang



Table of Contents, Part I XIX

Representation of Clipart Image Using Shape and Color
with Spatial Relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Jeong-Hyun Cho, Chang-Gyu Choi, Yongseok Chang,
Sung-Ho Kim

Automatic Categorization for WWW Images with Applications
for Retrieval Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Koji Nakahira, Satoshi Ueno, Kiyoharu Aizawa

Region-Based Image Retrieval
with Scale and Orientation Invariant Features . . . . . . . . . . . . . . . . . . . . . . . . 182

Surong Wang, Liang-Tien Chia, Deepu Rajan

SOM-Based Sample Learning Algorithm
for Relevance Feedback in CBIR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

Tatsunori Nishikawa, Takahiko Horiuchi, Hiroaki Kotera

Classification of Digital Photos
Taken by Photographers or Home Users . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

Hanghang Tong, Mingjing Li, Hong-Jiang Zhang, Jingrui He,
Changshui Zhang

Image Analysis (I)

Background Modeling Using Phase Space
for Day and Night Video Surveillance Systems . . . . . . . . . . . . . . . . . . . . . . . . 206

Yu-Ming Liang, Arthur Chun-Chieh Shih, Hsiao-Rong Tyan,
Hong-Yuan Mark Liao

Sequential Robust Direct Motion Estimation
with Equal Projective Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Jong-Eun Ha, Dong-Joong Kang, Muh-Ho Jeong

Generation of 3D Urban Model
Using Cooperative Hybrid Stereo Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

Dong-Min Woo, Howard Schultz, Young-Kee Jung, Kyu-Won Lee

Segmentation of Interest Objects
Using the Hierarchical Mesh Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

Dong-Keun Lim, Yo-Sung Ho

A Rapid Scheme for Slow-Motion Replay Segment Detection . . . . . . . . . . . 239
Wei-Hong Chuang, Dun-Yu Hsiao, Soo-Chang Pei, Homer Chen

Recognition of Very Low-Resolution Characters
from Motion Images Captured by a Portable Digital Camera . . . . . . . . . . . 247

Shinsuke Yanadume, Yoshito Mekada, Ichiro Ide, Hiroshi Murase



XX Table of Contents, Part I

An Effective Anchorperson Shot Extraction Method
Robust to False Alarms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

Sang-Kyun Kim, Doo Sun Hwang, Ji-Yeun Kim, Yang-Seock Seo

A Region Based Image Matching Method
with Regularized SAR Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

Yaowei Wang, Weiqiang Wang, Yanfei Wang

Shot Classification and Scene Segmentation
Based on MPEG Compressed Movie Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 271

Masaru Sugano, Masanori Furuya, Yasuyuki Nakajima,
Hiromasa Yanagihara

Moving Object Segmentation:
A Block-Based Moving Region Detection Approach . . . . . . . . . . . . . . . . . . . 280

Wei Zeng, Qingming Huang

A Multi-view Camera Tracking for Modeling of Indoor Environment . . . . . 288
Kiyoung Kim, Woontack Woo

Image Registration Using Triangular Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
Ben Yip, Jesse S. Jin

Online Learning Objectionable Image Filter Based on SVM . . . . . . . . . . . . 304
Yang Liu, Wei Zeng, Hongxun Yao

Motion Objects Segmentation Using a New Level Set Based Method . . . . . 312
Hongqiang Bao, Zhaoyang Zhang

3-D Shape Analysis of Anatomical Structures
Based on an Interactive Multiresolution Approach . . . . . . . . . . . . . . . . . . . . . 319

Soo-Mi Choi, Jeong-Sik Kim, Yong-Guk Kim, Joo-Young Park

Integrating Color, Texture, and Spatial Features
for Image Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Hui-Yu Huang, Yung-Sheng Chen, Wen-Hsing Hsu

Automatic Video Genre Detection for Content-Based Authoring . . . . . . . . 335
Sung Ho Jin, Tae Meon Bae, Yong Man Ro

Face, Gesture, and Behavior (I)

Face Appeal Model Based on Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344
Bi Song, Mingjing Li, Zhiwei Li, Hong-Jiang Zhang,
Zhengkai Liu

A Novel Gabor-LDA Based Face Recognition Method . . . . . . . . . . . . . . . . . 352
Yanwei Pang, Lei Zhang, Mingjing Li, Zhengkai Liu,
Weiying Ma



Table of Contents, Part I XXI

Gesture-Based User Interfaces for Handheld Devices
Using Accelerometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Ikjin Jang, Wonbae Park

Face and Gesture Recognition Using Subspace Method
for Human-Robot Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 369

Md. Hasanuzzaman, T. Zhang, V. Ampornaramveth,
M.A. Bhuiyan, Y. Shirai, H. Ueno

Spatial Histogram Features for Face Detection in Color Images . . . . . . . . . 377
Hongming Zhang, Debin Zhao

Correlation Filters for Facial Recognition Login Access Control . . . . . . . . . 385
Daniel E. Riedel, Wanquan Liu, Ronny Tjahyadi

Easy and Convincing Ear Modeling for Virtual Human . . . . . . . . . . . . . . . . 394
Hui Zhang, In Kyu Park

Virtual Reality and Computer Graphics

A Polyhedral Object Recognition Algorithm for Augmented Reality . . . . . 402
Dong-Joong Kang, Jong-Eun Ha, Muh-Ho Jeong

Spectral Coding of Three-Dimensional Mesh Geometry Information
Using Dual Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

Sung-Yeol Kim, Seung-Uk Yoon, Yo-Sung Ho

Real-Time Free-Viewpoint Video Generation
Using Multiple Cameras and a PC-Cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . 418

Megumu Ueda, Daisaku Arita, Rin-ichiro Taniguchi

Framework for Smooth Optical Interaction
Using Adaptive Subdivision in Virtual Production . . . . . . . . . . . . . . . . . . . . 426

Seung Man Kim, Naveen Dachuri, Kwan H. Lee

Projection-Based Registration Using Color
and Texture Information for Virtual Environment Generation . . . . . . . . . . 434

Sehwan Kim, Kiyoung Kim, Woontack Woo

Enhanced Synergistic Image Creator: An NPR Method
with Natural Curly Brushstrokes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 444

Atsushi Kasao, Kazunori Miyata

Content Production (I)

An XMT Authoring System
Supporting Various Presentation Environments . . . . . . . . . . . . . . . . . . . . . . . 453

Heesun Kim



XXII Table of Contents, Part I

An Adaptive Scene Compositor Model in MPEG-4 Player
for Mobile Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 461

Hyunju Lee, Sangwook Kim

JPEG2000 Image Adaptation for MPEG-21 Digital Items . . . . . . . . . . . . . . 470
Yiqun Hu, Liang-Tien Chia, Deepu Rajan

An Annotation Method and Application for Video Contents
Based on a Semantic Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478

Tomohisa Akafuji, Kaname Harumoto, Keishi Kandori,
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Abstract. Presently Technological limitations on current interfaces
have made researchers to develop new devices to interact with objects in
the virtual environment. The goal of this project is to develop and build a
hands-free navigation system to be integrated into virtual environments.
One of the most important fields in virtual realty (VR) research, is the
development of systems that allow the user to interface with the virtual
environment. The most intuitive method for moving through a virtual
landscape is by walking. Systems ranging from different platforms have
already been implemented to produce virtual walking; however, these
systems have been designed primarily for use with head mounted display
systems. We believe that hands-free navigation, unlike the majority of
navigation techniques based on hand motions, has the greatest potential
for maximizing the interactivity of virtual environments, due to more
direct motion of the feet.

1 Overview

Electronic sensors have been incorporated into footwear for several different ap-
plications over the last years. Employing force-sensing resistor arrays or capac-
itive sensing, insoles with very dense pressure sampling have been developed
for research. As sensors and associated processing systems decrease in cost and
bulk, they also begin to adorn athletic footwear. Examples are pressure-sensing
insole for golfers to improve their balance during a swing. Although most inter-
faces for virtual reality applications concentrate on the hands, fingers, and head,
some have been extended to the feet. as an example, the “Fantastic Phantom
Slipper”, where a pair of infrared-emitting shoes are tracked over a limited area
and haptic feedback applied by driving vibrators in the sole [6]. Focusing on
a different approach for virtual reality input devices, “WARAJI I” was made,
WARAJI(Walking, Running and Jumping Interface), had pressure sensors on
each foot sole as shown in Figure 1.

Users feet can be used for input basic operations giving freedom to other
parts of the body. This version was rather primitive and was based on detecting
the pressure orientation of the sole. “WARAJI I” was implemented to cope
with the flaws in the design. More specifically the first prototype suffered from
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Fig. 1. “WARAJI” First Input Device based on pressure sensors

lack of sensitivity in backward weight shifts. After many experimental results we
designed a new version of the foot input device known as “WARAJI II” as shown
in Figure 2. This version of foot input was based on detecting the orientation of
the sole, converting it to a directional signal [1]. This implementation had rotary
encoder sensors on a sole.

Fig. 2. “WARAJI II” Foot input device based on rotary encoder sensors

“WARAJI II” was based on rotary encoder sensors. The sensors are mounted
on the sides of the sandal and are attached to a Velcro strap located around the
knee via rubber bands as can be seen in Figure 2. This simple device detect ankle
movements. These sensors rotate according to the amount and direction of the
movement of the foot. The sensor then collects analog information through the
user’s movements from the legs. The emphasis is in the processing and collec-
tion of motion and position data that the sensors accumulate. Rotary encoders
serve as measuring sensors for rotary motion, and for linear motion when used
in conjunction with mechanical measuring standards. These sensors are made
on the basis of magneto-induction transducers and are used in the control sys-
tem where determination of rotation angles, number of revolution, and speed
or rotation. The sensors measure the rotary motion of the user’s feet and are
part of “WARAJI II”. Therefore the sensors and the rest of the system work
together [3].
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Fig. 3. Markers positions of the foot and the segmentation planar model

“WARAJI III” used stereoscopic images from the foot of the human body
and were used to estimate the foot motion in three-dimensional space. The basic
approach is to store a number of 2D views of the human feet in a variety of
different configurations. Markers were attached to the surface of the foot based
on the known location of the forefoot, variants include the case of camera viewing
the same tracking the foot configuration and pose over time from video input as
shown in Figure 3.

Finally, “WARAJI IV”. A simple device using acceleration sensors to detect
ankle movements within the virtual environment. The acceleration sensors are
attached to the foot and detect movement based on direction for three different
angles as shown in Figure 4. The forces of acceleration move the piezoelectric
seismic mass, thereby causing strains to it, which generates the voltage [4]. The
sensors measure acceleration in three directions x, y and z. sensing the detectable
ankle motions for the foot movement. “WARAJI IV” permits users freedom for
changing motion directions naturally. This allows users to input two or more op-
erations simultaneously. Examples include pointing out an object and changing
position at the same time. Users can express where they want to go or what they
want to do trough natural movements. This also allows the user to move, jump
or walk without making any step or hand movement. Such an interface presents
a series of design choices, centered on the user control and number of degrees of
freedom to be presented. We have set out to make these interface as “natural” as
possible. This experimentation could prove beneficial in future virtual gaming [5].
Validation of our approach is given by discussion and illustration of some results.

2 WARAJI II Versus WARAJI IV

“Waraji II” consists of two rotary encoder sensors attached to a sandal for de-
tecting motion. The sensors are connected to a strap right below the knee with
rubber bands. These sensors rotate according to the amount and the direction of
the foot. The angle of the ankle is detected and translated to an electrical signal,
the PC detects changes in voltage and calculates the direction data and inputs
it into graphic system. Since the level of the voltage that the interface outputs is
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Fig. 4. “WARAJI IV” Foot motion sensing device based on acceleration sensors

in an analog form, we need a sampling process to convert it into a digital signal
that our PC can manipulate. “Waraji II” is connected to an A/D conversion
board which takes care of the conversion in a rate that provides the user with
high play ability and unnoticeable response times. The PC detects changes in
voltage, calculates and sends direction data to the graphic system according to
increases or decreases in voltage sending direction data to the graphic system
such as Figure 5. In this application, because we choose a game which only re-
quires two dimensional input, we use only two sensor values. However for other
cases which require three dimensional values, the algorithm could not be ex-
tended to incorporate vertical, horizontal and rotationally values. Starting from
this view point was necessary to upgrade the version using acceleration sensors.
These sensors permit users to sense foot motion in 3 different dimensional values.

2.1 WARAJI IV

“WARAJI IV” consists of some acceleration sensors attached to the human leg
for detecting motion. The sensors are connected with some rubber bands directly
below the knee [1]. The acceleration sensors sense foot motions and translate
that action into movement. Specifically, the acceleration sensors measure the
acceleration, direction and amount of the foot’s motion as shown in Figure 4.
According to the amount and the direction of the foot, the angle of the ankle is
detected and translated to an electrical signal. Since the level of voltage of the
interface is in an analog form, we need a sampling process to convert it into a
digital signal that our PC can manipulate. “WARAJI IV” is connected to an
A/D conversion board which takes care of the conversion in a rate that provides
the user with high play ability and unnoticeable response times. Afterwards the
PC detects changes in voltage, calculates and sends direction data to the graphic
system, according to increases or decreases in voltage.
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Fig. 5. Overview of the System Architecture

3 Hardware System Architecture

Since various scanning modes are being investigated we use a stereo viewing
system for displaying., which results in a number of systems incompatible to one
another. We address the problem of the interconnection of such a device through
standard conversions by a signal processing approach,we used stereo viewing
system for displaying. Namely the model of a universal standard converter, which
is based on a layered functional architecture. The concept of a virtual standard is
introduced for stereoscopic signals. When this machine receives direction data,
it redraws a picture according to the data. In summary, the system receives
direction data from the “WARAJI” unit, reconstructs the scene picture and
transmits it into the projector as shown in Figure 5.

4 Data Acquisition Technique

Before using the “WARAJI” calibration is needed, this requires five key-points:
Center (C) to serve as the neutral position, Front (F), Left (L), Back (B) and
Right (R). The vectors CR, CF, CL and CB divide the sensor plane to four parts,
which are mapped to the four quarters of XY. Each of these vectors is moved,
rotated, sheared and re-scaled to coincide with the vectors x, y, -x, -y of the
target system. The transformation algorithm takes into account the possibility
that the key points form a left-handed coordinate system, and manipulates the
values. These points form a region of all the possible sensing values for each
angle of the user’s foot. This is called The user’s sensing plane. Vectors from the
Center point to the four other points are used to decompose arbitrary directions
to a regular coordinate plane as shown in Figure 6.
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Fig. 6. System’s sensing plane

5 Experimental Results and Conclusions

A number of design choices were presented and centered for the user control that
can be objectively used in many Virtual Reality applications. Compared with the
traditional input devices such as keyboard and mouse, “WARAJI” opens a new
wearable user interface technology with motion detected from the foot. Giving
freedom to other parts of the body, users can interact easily in the virtual world,
making hands free from motion operation. Foot operations are very useful for
moving naturally around the virtual world. As it is shown in Table 1, “WARAJI
I” presented some problems such as Balance, Critical Mass and Sensitivity since
the pressure sensors were concentrated in the center of WARAJI. This version
could not succeed since data were received from the device when there was no
movement. Focus on that view point “WARAJI II” was made demonstrating
the power of body sensing by giving freedom to our hands and making games
interactive to users, we use only two sensor values. However for other cases
which require three dimensional values, the algorithm could not be extended to
incorporate vertical, horizontal and rotationally values, same as more freedom.
“WARAJI III” was developed using a stereoscopic camera. We took stereoscopic
images from the foot, located the key points and used these to estimate the
foot configuration and pose in three-dimensional space. Users were able to walk
in the virtual environment without any electronic equipment attached but not
in real time. Since part of this version work only for still images we could not
succeed. The algorithm and the camera calibration need to be improved. Since
new technological advantages we proceed to create “WARAJI IV” This version
gives the user more freedom, as well as, measurement results with horizontal,
vertical and gravity ratings of motions. The system is distributed and depends
on how much the person can move his/her foot at the time they wear the device.
The output is generated and changed at the very moment when the acceleration
is applied. In combination with the previous versions, users can also travel in
directions that were originally directly behind them when they faced the front
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Table 1. WARAJI:Merit and Demerit

WARAJI Version I Version II Version III Version IV
Good for real time O O X O

No weight limitation X O O O
Freedom of movement O X O O
3 Degees of freedom X X X O

wall of Cave by first turning to the body either the right or left, also is not weight
dependent. We have observed that user’s need time to adjust to this distorted
spatial mapping, but can at least navigate in any direction. However, we have
not yet attempted to quantify the effect of this auto rotation technique on a
user’s sense of spatial relations.
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Abstract. This paper is summarizing a media art project from the artis-
tic idea to technological realization, and tried to conclude the important
aspects of media art from both side. Auther is an artist had been work-
ing as a pioneer in this area from computer graphics in early eighties
until interactive media art. The project “field-works@Alsace” is a truly
successful example in a context of “Interactive Cinema.” Especially with
the CAVE environment, its 3 dimensional space made possible to tactile
the content of the piece very well. Originally it was not planned to use
the CAVE, but the CAVE is the ultimate system for this project.

1 Preface

As a media artist, media technology is a tool to create a new medium, which
enables to realize an artistic vision into real production. The following exam-
ple, “Field-work@Alsace” is the actual art project which was co-produced with
ZKM(Center for Art and Media Technology), Karlsruhe, Germany and myself.
Within the artistic side, the aim of this project is collecting people’s voice who
is living near the border between Germany and France by the video interview
with GPS. Technical aspect of this project is a sensor fusion of positioning and
orientation (directional) data with moving images. By establishing this fusion,
at the final image at the CAVE [1,2,3] screen, the video image is projected on
the virtual screen at the place where the image was shot and is moving according
to the movement of the camera, which can create an illusion, for example, as
far as the screen moves tilt or pitch the horizontal line in the video image is not
moving at the center as it is.

2 Location and Image

The fundamental idea for this series of project titled “Field-Works” is com-
bine two different information, the position data and video images into one

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 8–14, 2004.
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Fig. 1. “Miage no Fuji” Katsushika Hokusai, wood block printing The height of the
Mt.Fuji is about 1.7 times higher than the real.

cyberspace. In 1992, I experimented with GPS (Global Positioning system) for
recording the series of position data, longitude, latitude and altitude while I was
climbing up the Mt. Fuji that is the highest mountain in Japan. The original idea
for collecting GPS data was to deform the shape of Mt.Fuji to fit the impres-
sion of climber. “Deformation” is one of the traditional methods for paintings.
In history, Mt. Fuji had been deformed many times by many famous painters
and wood block printing maker in the past. (See. Hokusai’s famous Mt. Fuji
picture (Fig. 1)) After the real experience of climbing the Mt. Fuji, the resulting
image (Fig. 2) is made and is showing an exploded shape of Mt.Fuji which was
deformed by my slowness for climbing up that is caused by tiredness of my foot.
This exploded shape was made by scaling the section of each altitude according
to my speed of that altitude; speed was calculated from GPS data.

At the same time, I also recorded whole sequences with video-camcorder,
Sony Hi-8 at that time. For the show in 1994, the special archiving software
was programmed for locating video images to the GPS data. (Programmed by
Nobuya Suzuki with the workstation.) It is a good example that is showing a
new way of handling video sequences with its location. Location can be used as a
tag for searching a video sequence. Each yellow tag on the 3D GPS line that can
be clicked by mouse is designed for activating the movie on the desktop window.
(See Desktop image from Irix workstation (Fig. 3))

After the year 1994 I had been stopped to continue this project, from the
year 2000 I started again the similar project titled “Field-Works”. The year 2000
is a mark able year in the field of GPS, because president Clinton stopped the
scramble from consumer use signal of GPS from 2nd of May, which gives us
completely same accuracy with military use the accuracy is plus minus 5m.
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Fig. 2. “Impressing Velocity” 1992-94 Masaki Fujihata Resulting; image deformed
shape was made with the climbing up data.

3 Starting Field-Works Project [4]

After two years experimental projects realization from the year 2000, I started
new project that targeted the border between Germany and France, for the com-
ing exhibition “Future Cinema” which would be organized by ZKM in 2002 [5].
The border exists an abstract conception, but once it is activated it changes the
status and is possible to kill people. However the border line is not visible in
real location even visible on the map, the idea for the project was coming to my
mind the border can be visualize by tracing with my foot and GPS. Of course
these GPS lines can contain video sequences of the interviews with local living
people near the border.

I targeted the area called Alsace. Strasburg is the main capital of this region
and now is famous for the center for the European Union. Alsace is not France
and not Germany; even the political situation of this area had been changed to
French or to German several times. Still they are independent from others and
still some of them can speak their own language “Alsacisch.” In this area, we
can here German speaking, French speaking, and Alsacisch speaking which can
make a border between different languages, but in real most of the living people
can speak all of them. It’s a multi-lingual situation and for the people who can
speak three languages the border is meaningless, it is internationally borderless.
The real border is more complex.
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Fig. 3. ”Impressing Velocity” 1992-94 Masaki Fujihata Computer display capture
image; jamming of lines are the GPS data and yellow tiny vertical lines are the hot
spots for the movie.

One clear border I found while in the process of the project is IT border.
Each mobile phone company should account the transactions when the route
was changed at the border that reflects the charge. Once you cross the border
from Germany to France, at the each time the mobile is annoying with sound,
which tells you that the welcome message was received and new roaming service
started even when we are speaking same language before and after crossing the
border.

4 Position and Orientation

Real space where we are living in is three dimension and we are passing through
the time. Time cannot be experienced from backwards. Photography made pos-
sible to cut off two-dimensional image from three-dimensional space and Cin-
ematography made possible to record series of two-dimensional images from
three-dimensional space and time. It was believed that the resulting image can-
not contain of its location and is the main characteristics of the image generation.
Attracting point of photography is photo image may invite us to start to imagine
the place where the image was fixed. Our imagination can bring us to the place
where we do not know, we also do not care even the place was exist when the
photo was recorded. On the other hand, when the photography was used for
documenting the fact, a photo need to be attached with a written text which
documenting the happening, location, and relation. The position and orientation
data can make photography more valuable media.
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Fig. 4. Equipments; DV camera, PDA, GPS, and 3D strain

In the case of “Field-works” project, the location is captured by using GPS
even the video camera was not running, for example while in transporting from
main camp to the real location, the position data have been captured. Technically
speaking, it is quite important to record position data without video sequences,
because these lines can be used to figure out the shape of that region near the
video image was shot. In this case, GPS data recording is dominant rather than
video images.

Another important data for the final production is the orientation data that
is showing the directional data on which direction the camera was targeting.
It is used for commanding the direction of the screen in the final cyber space.
“3DM” is the name of the sensor made by 3D strain company. (See Fig. 4) The
movement of the screen is showing the movement of the camera which indicating
the intension of the cameraman what he was willing to shoot. At the show in
CAVE the user can hear the interview itself and see the faces and some more
sceneries and also user can read the movement of the author as a cameraman.

5 Reality with the Screens in the Screen

Cinema was invented in early 20 centuries. Shooting a moving image and seeing
a moving image is quite new experience for the human’s history. Shoot by camera
and then projected on the screen is the typical scheme for the cinematic system.
Within this system the camera can move but the screen is not moving. Even for
the television system, viewer had been sitting in front of the television set. For
the coming situation of media so called multi-media, new-media, or networked
media, this common sense will be alternated by the new medium which is not
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(a): “Field-Work@Alsace” Computer display capture image

(b): “Field-Work@Alsace” Computer display capture image

(c): Snap shot on the ferry boat on the Rhein river

Fig. 5. (a) and (b) are taken from computer screen. Thin white lines are made from
GPS data which shows the movement of the cameraman, and the rectangle frame is
texture mapped with video streaming. While the video is running on it, the rectangle
frame is also move according to the orientation data. For example when the camera
move to right, then the rectangle is also move to right. Each video was edited in post
process, each video’s duration is about 30 sec. to 90 sec. and the maximum three videos
are running simultaneously.
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yet invented and will make a new common sense that the screen will fade away
or screen can contain screens or screen can go anywhere. The CAVE, originally
proposed EVL at Illinois’s university is a good example for this topic where
people can forget about the real vinyl screen, and then the viewer can focus the
virtual object in cyber space.

The interaction with images and real 3D space movement the new type of
reality might come up to the user. It is not a kind of virtual reality also not a
kind of mixed reality, but the user’s imagination can be convinced to construct
a spatial reality by combining 3 dimensional movements in cyber space and with
many numbers of the fragmented video images which had shot in real space.
The importance is how to kick and start user’s imagination for creating and
connecting several different realities into one. The interface, in this case whole
design of the medium, should be designed very carefully and centered the user’s
behavior. Designer should learn the user’s process of learning the language of
the interface.

In my case, as an artist, who designed whole process of this project and
realized it by himself until exhibit it. When at the starting point, no one could
imagine how the result is becoming; only the artist could recognize and was
possible to start the production. Each tiny movement of the screen in cyber
space was calculated when it was recorded on site according to the consciousness
of the artist for the final production. I need a new design of the medium and
then I constructed and used it. Technically speaking in the engineering side,
it is possible to create any type of new medium or combine several different
mediums into one or even improve the pre-exist medium, but it is not usable for
the artistic production when it could not give the artist to imagine the valuable
aspect of the medium itself.
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Abstract. When building a virtual agent system equipped with a nat-
ural language command interface, the interpretation of sentences into
action commands that will drive the animation is crucial. In our system,
these action commands are transformed a series of spatial and action
constraint symbols. Using these symbols, the system can decide on the
most plausible motion for the agent.

1 Introduction

In recent years, there has been a considerable interest in simulating human be-
havior in both real and virtual world situated scenarios [1,2,3]. If simulated
agents or robots could understand and carry out instructions expressed in nat-
ural language, they could vastly improve their utility and extend their area of
application. However in general, linguistic expressions have ambiguity and vague-
ness. It is thus often hard to resolve the ambiguity in an automatic manner. For
example, in the sentence “stand in front of the table”, the word “front”has
vagueness. Finding an exact such location for the agent is difficult even though
a human person could perform the same task instinctively. In this work, we are
focusing on the problem of natural language command driven motion genera-
tion. In particular, our aim is twofold. First, to express the constraints specified
explicitly by the user, with those implied by the virtual character’s body and
the surrounding environment, into a uniform representation; and second to de-
velop a system that uses this representation in order to generate smooth agent
animation consistent with all the constraints.

2 System Overview

Figure 1 shows a screen shot of the system. There are two agents and several
objects (colored balls and tables) in a virtual world. Using speech, a user can
command the agents to manipulate the objects. The current system accepts
simple Japanese utterances, such as “Tsukue no mae ni ike.” (Walk to the ta-
ble) or “Motto”(Further). The agent’s behavior and the subsequent changes in
the virtual world are displayed to the user as a three-dimensional animation.
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Fig. 1. Screen shot of the agent system

Fig. 2. System architecture

Figure 2 illustrates the architecture of the system. The speech recognition mod-
ule receives the user’s speech input and translates it to a sequence of words. The
text/discourse analysis module analyzes the word sequence to extract a case
frame,extracts the user’s goal and passes it over to the planning modules which
build a plan to generate the appropriate animation. In other words, the planning
modules translate the user’s goal into animation data. However, the properties
of these two are very different and straightforward translation is rather difficult.
The user’s goal is represented in term of symbols, while the animation data is a
sequence of numeric values. We separate planning stage into two stages – macro
and micro planning to account for the differences in representation.

During the macro planning, the planner needs to know the qualitative prop-
erties of the involved objects, that depends on their size, location and so on. For
example, in order to pick up a ball, the agent first needs to move to a location
from which he can reach the ball. In this planning process, the distance between
the ball and the agent needs to be calculated. This sort of information is repre-
sented in terms of virtual space coordinates and is handled by the micro planner.
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To interface the macro and micro planning, we use the SPACE object. This
object is provided by the field sensor module and is capable of representing a
location in the virtual space, in a bilateral character; symbolic and numeric.

The micro planning module is responsible for the details of the agent’s mo-
tion. It receives action and spatial constraints from the macro planner in the
form of SPACE objects, and composes a keyframe sequence which satisfies both
types of constraints by using a motion database included in the module. These
spatial constraints are changed into numeric values by the field sensor module,
which are in turn used by the micro planning module for the evaluation of can-
didate motions. The keyframe sequence is passed to the animation rendering
module, and an animation that satisfies both the user’s requests and the current
environment configuration is produced.

3 SPACE Object

When we generate animation from instructions expressed in natural language,
it is necessary to deal with spatial constraints. For example, the instruction
“Tsukue no migi wo tootte tana no mae ni itte”(Go to the front of the shelf via
the right of the desk.) contains two spatial constraints. First, the agent has to
move to the area referred to as “tsukue no migi”(right of the desk). Next, it has
to reach the destination referred to as “tana no mae”(front of the shelf). However
these spatial expressions are vague and do not point to exact positions necessary
for generating a specific action. To overcome this problem we introduced a data
object called “SPACE”, which bridges the gap between symbolic expressions of
spatial relations and their plausibility in virtual space [4].

Every SPACE object has a potential function. This function quantifies the
concept of a spatial constraint. Therefore SPACE object deals both with envi-
ronmental and the character’s body constraints within the same framework. The
potential functions are designed to conform to two conditions. Differentiability
throughout their domain, to be able to find the maximum using Steepest Descent
and bounded between 0 and 1, to interpret the result of logical AND and NOT
operations on SPACEs as a plausibility. By operating on SPACE objects, virtual
agents can interpret complicated spatial expressions and evaluate constraints in
complicated environment configurations.

Figures 3 and 4 show isosurfaces of the potential field of SPACE objects
corresponding to ‘ ‘right” and ‘ ‘by.” The potential of directional spatial nouns
is defined to decrease in relation to the distance from the characteristic basic
semiaxis. The potential of distance-spatial nouns is based on the distance from
the reference object’s convex hull.

4 Motion Generation in the Virtual World

The micro planning module generates motion sequenses by using a motion
database called MotionGraph [5]. This is an extension of the keyframing method
used to generate natural motions and several similar approaches based on the
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Fig. 3. Isosurface of potential
field for “migi(right) SPACE”

Fig. 4. Isosurface of potential
field for “soba(by) SPACE”

same concept can be found in the literature [6,7]. MotionGraph is a directed
graph where each node represents a given posture of a character and each link,
properties of the transition between consecutive keyframes such as the transla-
tion vector, global rotation, duration of the transition and a pointer to a default
next node, as shown in Figure 5.

Fig. 5. MotionGraph

When a simple action order is given, the system first determines a valid goal
node. Then a list of all the nodes residing on the shortest graph path from the
current to the goal is used to compose the animation keyframes. Furthermore,
we can use the “hastiness” property of the graph links that allows us to fur-
ther control the selected path. When a complex action command is given, it is
translated to a node group. In the case of locomotion, the latter is used.

The micro planning module searches the best graph path in a node group
subject to optimizing the cost of the motion and spatial constraints. These con-
straints are derived both from the issued command and the environment’s obsta-
cle configuration. As mentioned, these are dealt with using the potential func-
tions of SPACE objects. To find an appropriate path on a MotionGraph under
constraints we need to make a temporal tree of candidate paths and to project it
on the potential field composed by the functions of the involved SPACE objects.
This task involves the following steps.
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Fig. 6. Mapping of MotionGraph to potential field

1. set the current node on the graph that corresponds to the agent’s current
state as the root of the temporal tree.

2. follow links originating from that node in search of candidate transition nodes
3. add each of these nodes to the temporal path tree and create the appropriate

path branches.
4. if the elapsed time from the root to a leaf node exceeds a certain limit, stop

extending this branch.
5. otherwise, perform 2nd step for each link on the branch reccursively.
6. when every path has been extended to its limit, map the tree to virtual world

coordinates as in Figure 6.

Every branch corresponds to a possible motion sequence. The most suitable
one is chosen to be carried out. This process is repeated at short intervals. The
choice of the most appropriate path is controlled by a function U defined as in
Equation (1). The path with the highest overall evaluation of the function is
deemed the most suitable one.

In Equation (2), (3), and (4), where p is the position at node i , E is the
potential value at p, t(i, i+1) is time elasped between node i and i+1,r is front
direction of the agent at node i, U1 is the value of a quadrature by parts for
the potential field along a locomotion path. Since we require agent moves in a
natural, smooth motion, U2 and U3 evaluate second differential of of the agent’s
position p and direction r respectively.

U = U1 ∗ α + U2 ∗ β + U3 ∗ γ (1)

U1 =
k−1∑
i=1

E(p(i)) + E(p(i + 1))
2

∗ t(i, i + 1) (2)

U2 = −
k−2∑
i=1

∣∣p(i + 1) − p(i)
t(i, i + 1)

− p(i + 2) − p(i + 1)
t(i + 1, i + 2)

∣∣ (3)

U3 = −
k−2∑
i=1

∣∣r(i + 1) − r(i)
t(i, i + 1)

− r(i + 2) − r(i + 1)
t(i + 1, i + 2)

∣∣ (4)
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5 Result

Using our character agent system, we generated a variety of different user
command-driven animations. Here we show locomotion example sequence. Fig-
ure 7 shows the initial state in which a character named Natchan stands still
inside a room. Figure 8 shows the result when “Natchan ha aoi tukue no mae
ni ike” (Natchan, go in front of the blue table.) is given as a user’s input. The
gradation coloring of the floor shows the value of the potential field and the
line signifies the generated trajectory. Figure 9 is the result of issuing the “kuroi
tama no migi ni ike” (Go to the right of the black ball.) command. Figure 10
shows the next state when “hidari no shiroi tukue wo miro” (Look at the white
table of the left.) is given. Figures 11 and 12 show the result when “migi no aoi
tama wo kiiroi tukue ni oke” (Pick up the blue ball of the right and put it on
the yellow table.)

In the presented scenario, the commands were issued one after another.Note
that the completion of some commands depends on the current the status of the
agent. The macro planner resolved the goal and identified the objects involved
and the micro planner generated the details of the actual animation. The results
show that the generated plans are performed successfully using the macro and
micro planning modules.

Fig. 7. Initial state

Fig. 8. “Natchan ha aoi tukue no mae ni ike” (Natchan, go in front of the blue table.)
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Fig. 9. “Kuroi tama no migi ni ike” (Go to the right of the black ball.)

Fig. 10. “Hidari no shiroi tukue wo miro” (Look at the white table of the left.) Macro
planner selected the white table from three white tables in the scene.

Fig. 11. “Migi no aoi tama wo kiiroi tukue ni oke” (Pick up the blue ball of the right
and put it on the yellow table.) Macro planner selected the blue ball from two blue
balls and micro planner generated the path in detail.Natchan walks toward the blue
ball and picks it up.

Fig. 12. “Migi no aoi tama wo kiiroi tukue ni oke” (Pick up the blue ball of the right
and put it on the yellow table.) After picking the blue ball,takes it to the yellow table.
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6 Conclusion

We developed a system which generates plausible animations according to natu-
ral language commands by quantifying spatial expressions and evaluating motion
paths. In our system we treat spatial constraints as SPACE objects regardless of
whether they are explicitly specified by the user or implied by the scene config-
uration. The macro planner uses SPACE objects as symbolic entities while the
micro planner uses them to obtain numeric values. Using this mechanism, we
can evaluate the attainment of the plan’s goal and the success of the obstacle
avoidance scheme collectively.

More natural motions can be performed by projecting the map of the motion
database to the constraint’s potential field. We are planning to improve the
system which can accept more complex spacial expressions and generate more
various motion according to the scene. We are planning to improve the system to
accept more complex spatial expressions and generate more variable motion. For
example, we want situated agents to be able to act in various styles of motion,
fully exploiting their virtual space surroundings, such as passing under tables or
along the crevice between walls.
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Abstract. We propose a novel multi-projector display for immersive
virtual environments. Our system named “D-vision” has a hybrid curved
screen which completely covers user’s view and immerses the user in
displayed virtual environments. The D-vision also has a human-scale
haptic- and locomotion interface by which the users of the D-vision can
walk with their own foot and interact with virtual objects through their
own hands. In this paper, we show an overview of the D-vision and
technologies used for the human-scale haptic- and locomotion interfaces.
We also illustrate some applications using the interfaces effectively.

1 Introduction

Recently, many immersive displays have been developed for virtual reality, edu-
cation, industry, entertainment, etc. These displays originated from the CAVE [1]
which surrounds users with large flat screens. Although the design concept of the
CAVE was quite simple, it could realize highly immersive virtual environments
effectively. However, the reality of virtual environments does not only depend on
visual quality. Though CAVE-like displays can present immersive virtual envi-
ronments with high-quality stereoscopic images, users can not interact with the
objects placed in those environments by their own hands. Haptics information,
like a sense of touch, is an important factor for users to feel presence as in the
environments. Bodily actions like a walking are also used to enhance the reality.
In the CAVE-like displays, some controllers like a game pad or joystick are used
to navigate virtual environments. These input devices are effective and easy to
use, but is no intuitive. For example, actual walking actions in virtual environ-
ments give users a feeling as they are walking in the real world. A feeling of
distance is also influenced by the bodily actions like a walking. In human-scale
virtual environments, these feelings are important factors to produce the reality
of virtual environments.

In this paper, we propose a novel multi-projector display which has haptic
and locomotion interfaces for immersive virtual environments.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 23–30, 2004.
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Fig. 1. An overview of the D-vision.

2 Multi-projector Display of D-vision

This section describes the display part of the D-vision in detail. This part is
designed as a visual component of the whole system that provides a virtual
experience with human-scale bodily input and force feedback. In order to use
limited space efficiently, our screen design attempts to realize a large screen
which completely covers user’s field of view, and reduce installation space. An
overview of the D-vision is shown in Figure 1. Large and high resolution images
are generated with a PC cluster composed of 24 commodity PCs, and projected
with multi-projector strategy. A hybrid curved screen and artful projector ar-
rangement realize reduced installation spaces. The details of these components
are described in the following.

In the D-vision, a hybrid curved screen, which adopt flat screens for central
view and curved screens for peripheral view, is based on the structure of hu-
man’s eyes. In human’s eyes, central view is used to perceive the outer world
more precisely with high resolution input, and peripheral view is used to de-
tect movements of objects in the outer world with low resolution, but wide view
angle input. Therefore, a flat fresnel - lenticular stereoscopic screen is used in
the central area of the hybrid screen for high quality image projection. And, in
the peripheral area, simple curved screen made with fiberglass reinforced plastic
(FRP) is used to realize a wide view angle. Special materials for image projection
are not required because the peripheral area is not for high quality image pro-
jection. The size of the hybrid screen amounts to 6.3m (width) × 4.0m (height)
× 1.5m (depth).

We use orthogonal linear polarized lights to project each image for left and
the right eyes. Stereoscopic images are projected on the central flat screen and
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Fig. 2. A locomotion interface for the D-vision.

the upper and lower cylindrical parts of the peripheral screen. As shown in Figure
1, the central flat part of the screen is for rear projection with 8 projectors with
SXGA, 1280 × 1024 pixels resolution. The remaining part of the screen is for
front projection with 16 projectors with XGA, 1024 × 768 pixels resolution.

3 Locomotion Interface

The D-vision needs locomotion interfaces with step-in-place movements for two
reasons. One is that bodily input enhances reality of virtual environments. The
other is that view directions of users have to be controlled properly so as not to
see the outside of screens because the D-vision covers only the half of the user’s
surrounding. We have developed a locomotion interface with a linear motor for
controlling the user’s view direction, and pressure sensors for detecting user’s
movements. The left of Figure 2 shows a structure of the interface. A center
part is a linear motor which has enough torque to move users smoothly. Around
the motor, 4 pressure sensors protected with iron frames are placed. In the
D-vision, as shown in Figure 3, the interface is buried into the floor screen.
And, on the motor, circular plate made with wood is installed to step on it. By
painting the plate with the same silver paint as D-vision’s peripheral screens, the
interface is connected seamlessly with the D-vision. The interface is easily used by
stepping on it with no wearable devices and making step-in-place movements. In
immersive virtual environments, inputs without wearable devices like a joystick,
wand and some sensors, are highly effective to boost the reality.

The principal function of the interface is to detect user’s step-in-place move-
ments. By using the result from the 4 sensors, a center of gravity of users is
calculated in real-time. In tracks of the center of gravity, a step-in-place move-
ment is represented as a swing movement which moves from right to left and
from left to right. By comparing this simple swing movement, the step-in-place
movement is easily and precisely detected only with pressure sensors. User’s view
direction is also detected with the supposition that the view direction is generally
perpendicular to the swing direction of the center of gravity. So, turn-in-place
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Fig. 3. A walkthrough with step-in-place movements. The scene projected on the
D-vision includes steps, and the view of a user is changed according to his steps.

movements are acceptable input for the interface. A jumping and a squatting are
still facile by tracing the fluctuation of the vertical load applied to the sensors.

Controlling the user’s direction is also important function of the locomotion
interface for the D-vision. As shown in Figure 1, the outside of the screen is
viewed when users turn to the peripheral area of the hybrid screen. This situa-
tion is fatal for the D-vision because surrounding the user’s view completely with
images is a role of it. Therefore, the locomotion interface with a linear motor is
required. In such a situation, the motor turns the users compulsorily and qui-
etly to the central area of the hybrid screen. Physical rotation of the users and
rotation of their view in virtual environments is synchronized, so they feel no in-
congruity of five senses. This function also contributes to the downsizing of total
installation spaces for the D-vision. Without surrounding users completely with
physical screens, user’s view is actually surrounded with virtual environments.

An example of scenery simulation using the D-vision is illustrated in Figure
3. In this Figure, a user is going up the steps which connect to a shrine built on a
hill. At first, the user can’t see the shrine at all. According to his steps, the view
of him is dynamically changed. And he can see the shrine gradually from the top
part of it. Because the users use some control device to navigate in traditional
immersive displays, they can’t obtain enough feeling of being there. However,
in the D-vision, our proposed locomotion interface can overcome this drawback
by using step-in-place movements which require bodily inputs with comfortable
fatigue. That feeling with the inteface also contributes to the sense of distance
which is an important factor to apply the D-vision to architectural analysis [2].
In this way, the locomotion interface with the actual movements is essential for
human-scale virtual environments.



Human-Scale Interaction with a Multi-projector Display 27

Fig. 4. A haptic interface “SPIDAR-H”. From motors to user’s hands, thin strings
are strained to transfer torque generated with the motors.

4 Haptic Interface “SPIDAR-H”

For immersive virtual environments, interaction with haptic information is sig-
nificant to maintain and enhance the sense of presence in those environments.
In the D-vision, a haptic interface driven by some motors and strings is devel-
oped for human-scale interaction. The interface named “SPIDAR-H” is based
on a haptic interface “SPIDAR” for desktop operation [3]. The structure of the
SPIDAR-H is quite simple and highly scalable because it only needs some mo-
tors, which generate torque for haptics, and some strings which transmit haptics
to the users. The SPIDAR-H has two rings put on the user’s finger on each
hand, and each ring has four strings by which motor torque is transmitted. The
motors have a rotary encoder which counts the length of the string from the ring
to the motor. By using the length of the four strings, the position of the ring
is calculated, and the force displayed to the users is controlled as they interact
with the virtual object by their own hand directly.

An actual user wearing the SPIDAR-H is shown in Figure 4. Because
SPIDAR-H is a human-scale interface, installation is a little complicated. In
this system, total 8 motors for both hands are placed as surrounding the users.
4 motors placed in the front side of the users are fixed behind screens, and the
strings are tensed through a small whole on the curved peripheral screen. The
other motors are placed behind the users by using a frame for projectors. The
strings never prevent the users from immersing into virtual worlds with sur-
rounding images. And the flexibility of that strings enables the users to perform
various motions freely.

As a typical use of the SPIDAR-H, direct interaction with our hands is real-
ized in the D-vision, and we can operate virtual objects with the sense of touch.
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Fig. 5. Applications with the SPIDAR-H. Users can manipulate virtual objects intu-
itively. Haptic information intensifies immersion into virtual environments.

The left of Figure 5 shows an example of molecule visualization [4]. We can
intuitively change the position of stereoscopically displayed molecules with the
SPIDAR-H. The interface is also applied for education with representation of
intermolecular force. The right of Figure 5 also illustrates the direct manipu-
lation in a virtual office with the SPIDAR-H. Users can touch and move those
human-scale objects with haptic information via the SPIDAR-H. A common
input device like a joystick is not suitable for that kind of operation because
of its limited degree of freedom. Handling human-scale objects as in the real
world enhances reality of the virtual environment. This feature is quite basic
and effective, but is not realized in most of conventional human-scale virtual
environments.

5 Interaction with a Human-Scale Virtual Human

The D-vision is a novel immersive projection display which has multi-modal
interfaces as described in above sections. Users can walk around with their own
step-in-place movements, and touch and interact with virtual objects through
their own hands. In order to illustrate effectiveness of these approaches, many
applications are required to exploit the environments.

One of these challenges is human-scale interaction with a realistic virtual hu-
man which can behave as a real human and interact via haptic information [5]
as shown in Figure 6. The implementation of the virtual human at the present
time is focused to play catch with an actual human. Motion data of the virtual
human is previously captured by traditional magnetic motion capture system,
and stored into a SQL server. Users wearing the SPIDAR-H can interact with
force feedback, and that force transmitted from the user determines virtual hu-
man’s motions by selecting and modifying stored motion data in real-time. The
motions of the virtual human affect virtual objects and the user oneself as force
feedback. Figure 7 shows an example of this process. In Figure 7, the virtual
human generates its own motions with force reaction using the SPIDAR-H. If
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Fig. 6. Interaction with a human-scale virtual human. Users can play catch with the
virtual human via the SPIDAR-H.

(a) A user throws a ball. (b) A virtual human catchs the ball.

(c) The virtual human throws the ball. (d) The user catchs the ball.

Fig. 7. An example of playing catch with a virtual human.
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users throw a ball faster, the virtual human also perform big reaction to catch
the ball. If the users throw the ball to the difficult direction to catch, the virtual
human sometimes miss in catching the ball. If the users move with the loco-
motion interface, the virtual human reacts to the movement and changes the
throwing motion. In other words, the motion of the virtual human is reactive to
the users’ motion. So we call it a “reactive virtual human”.

Thus, the immersive virtual environment with the multimodal interfaces is
suitable for next-generation interaction between human and computers. We have
a plan to do a lot of trials to realize effective applications with this environment.

6 Conclusions

In this paper, we mentioned a novel immersive multi-projector display with
haptic and locomotion interfaces. In this system, large images surrounding users
are parallely generated with a PC cluster. A sense of the presence is enhanced
with the human-scale haptic and locomotion interfaces for direct bodily input. It
is illustrated that this combination innovates the reality of virtual environments
compared with traditional systems biased for visual effects.

As our future plan, we will develop software which enables users to create
applications easily and efficiently for the D-vision, and also try to apply this
proposed system for many kinds of fields.
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Abstract. This paper describes three applications of human-scale vir-
tual reality in demonstrative systems. The first application is a demon-
strative system, the “Tangible Playroom”. It was designed as a computer
entertainment system for children. It provides virtual reality entertain-
ment with a room-scale force-feedback display, an immersive floor image,
and real-time physics simulator. Children can play using their whole bod-
ies to interact with a virtual world controlled by software using rigid body
dynamics and the penalty method. The second application,“the labyrinth
walker,” was designed as a virtual exploration system for children’s mu-
seum. Its step-in-place capability can provide a ‘walkable’ walk-through
virtual reality environment with no worn interfaces. The third applica-
tion regards photo-realistic virtual TV sets for high-definition television
(HDTV) production. It can provide a real-time high-quality 3D synthesis
environment using high dynamic range images (HDRI), global illumina-
tion, a HDTV depth-measuring camera called “Axi-Vision” and wire
based motion control camera for real-time synthesis. In this paper, we
report on these applications’ possibilities and give abstracts on their
technology.

1 Computer Entertainment System Using
Human-Scale VR

1.1 Tangible Playroom

The “Tangible Playroom” was designed as a future demonstrative computer
entertainment system for children. By “Tangible” we mean “graspable” or “per-
ceptible by touch”. It is an important experience for children. By “Haptics”,
or “touchable virtual reality”, we mean that render stimuli touch into a virtual
world. However, there are no good VR application systems for children that use
haptic hardware, as far as we know. This project is thus focused on providing
interesting haptic experiences for children. Figure 1 is a picture of the Tangible
Playroom. The idea is that children can play with it in their rooms at home.
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Fig. 1. “Tangible Playroom”, a sketch (left) and a prototype (right)

They can interact with it by using their bodies. The game scenes are projected
on the floor and walls. Its image is very large, and the children can walk di-
rectly on the screen while they play with it. The wires are links to the haptic
devices internal structures. These human-scale VR systems can be turned off to
discourage unlimited play.

System configuration. The system incorporates a human-scale haptic device
and a large display. The large “walkable” floor screen enables the players’ to
move about freely. The 3D position from the tangible grip is calculated on a
server PC using input from four lengths of encoder motors. The lengths are fed
into the real-time rigid-body dynamics engine, which stores all the location, ve-
locity, inertia, and behavior information for the virtual world. When it detects a
collision with the floor or other characters, it uses the penalty method to gener-
ates a reaction force for force feedback via the tangible grip. All the characters
in this world are driven by rigid body dynamics. Any virtual characters can
move themselves autonomously based on a force vector generated by an A.I.
engine. A game judge enforces rules such as scoring and time outs. Sound effects
are generated according to the real-time rigid body dynamics engine based on
the output of the penalty method. A multi-projection function accommodates
larger displays and extra displays using networked PCs. The projected image
is generated in real-time using OpenGL or DirectX. The number of projectors
is variable. This software is based on a cluster real-time rendering system for
CAVE-style immersive displays.

SPIDAR and haptic rendering. The Tangible Playroom is a room-scale
haptic display system. To realize its force-feedback via tangible grip, the haptic
system is based on “SPIDAR” (SPace Interface of Artificial Reality) [1]. SPIDAR
usually uses a ring to indicate the force to users. In our system, we had to focus
on the safety and convenience of children so we decided to use a cork ball as the
Tangible grip.
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Fig. 2. “Penguin Hockey”, a demonstration content for Tangible Playroom

Demonstration Content. “Penguin Hockey” is a simple 3D hockey game
content for the Tangible Playroom. It has an ice rink, four pucks, three penguins
and two goals. The puck is shaped like a snowman. The children’s team (right
side in Fig. 1) has one autonomous penguin, whereas their opponents, the enemy
team, has two autonomos penguin players. The children thus are to help the
underdog penguin in this game situation. All the objects behave according to the
rigid body dynamics using the penalty method, each with a weight and a center
of gravity. When a player interacts with the computer-generated characters, he
or she feels the impact of the puck and the force of body checks. When penguins
block the player, they check using full body movements. If a player checks one
of them, they make the exclamations depending on the check’s force. The pucks
and penguins have the same shape in the collision model, and the pucks have a
higher center of gravity and a lighter weight compared with the penguins. This
game is similar to interactive bricks, each with their own will. Playing with the
penguins, passing the puck skillfully, and experiencing physical contact should
be of interest to the players.

1.2 Labyrinth Walker

Locomotion interface with a floor screen. “The labyrinth walker” was
designed as a virtual exploration system for children’s museums. It can provide
a walk-through virtual reality environment with no interfaces that have to be
worn. Photo-realistic interactive images of virtual worlds are projected onto the
floor screen. Under the screen, there is an embedded locomotion interface using
a linear motor-driven turntable and four pressure sensors between the turntable
and the floor. When the player steps-in-place on the image, the sensors detect his
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Fig. 3. The Labyrinth Walker

or her movement and orientation. The player’s turning actions are then canceled
by the turntable’s to keep the player facing the front of screen.

The virtual scenes are written in VRML. All of behaviors involving collision
and falling were developed with “Springhead”, the C++ software development
environment for virtual reality. The original locomotion interface system pro-
vides continuous visual feedback despite the limitations of the screen. The use
of smart-turntable walking platform lets users perform life-like walking motions
in a seamless manner and without wearing an interface. The interface can be
easily integrated into most large-screen virtual environments. Even if the screen
size is limited, the system delivers a continuous surround display. A number of
children’s museums have expressed their interest in purchasing this system.

2 Photo-Realistic Virtual TV Sets Systems

Photo-realistic computer graphics are difficult to achieve in a real-time graph-
ics environment. Moreover, high-performance computers are needed to make
human-scale virtual worlds sufficiently interactive. Consequently, most of VR
systems are rendered by abstracted graphics images. The NHK Science and
Technical Research Laboratory has studied the basic technologies for a next-
generation TV production environment for making high-quality visual content.
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In the stance of our research group, human-scale virtual reality systems mean to
new methods of video production using real-time high-quality computer graphics
with interactive techniques in TV studio sets.

2.1 High Dynamic Range Image Based Archiving and Rendering

The cinema industry uses high dynamic range images (HDRI) for image based
lighting and rendering. HDRI describes a wide range of intensity by using multi-
graded exposed photographs. Its images can archive the information about the
light environment of TV studio sets. Figure 4 shows HDRI images of differ-
ent lighting environments. We have developed a global illumination rendering

Fig. 4. High dynamic range images in different light environments

Fig. 5. Original scene (left) and artificial furnitures (right) using HDRI and global
illumination rendering
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system, “OptGI” for HDRI light sources. Figure 5 compares artificial images
rendered with HDRI (right) and the original scene (left) by OptGI.

2.2 Virtual Shadow Casting Using Depth Camera

“Axi-Vision” is a special HDTV camera invented by Masahiro Kawakita. It
can simultaneously take depth grayscale images of objects in the frame and
match them to RGB pixels while operating at the full rate for HDTV movies
(30 fps). This camera system has two HDTV cameras and infrared LED arrays.
A dichroic prism separates these coaxial optical systems. The main system is
for taking normal RGB images. The other is composed of high-definition CCD
camera and a specially developed image intensifier (I.I.). The I.I. acts as an
ultrahigh-speed (1 nanosecond) shuttering device with high resolution. The im-
age including reflected light intensity by modulated LED illumination contains
the depth-to-surface, orientations and reflection conditions. The ratio of the two
images describes the distance from the camera to any surface in the field of view.
Figure 6 contains the original background image and an artificial rabbit with her
shadow. There are eleven paper plates on which the shadow should be stepped.
Depth information recorded by Axi-Vision was used to make the survey model
of the background.

Fig. 6. Virtual shadow cast on depth image
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2.3 Wire Based Motion Control Camera

Photo-realistic virtual TV sets needs real-time rendering system with least 6
DOF (degree of freedom) that contains 3 transitions (x, y, z) and 3 rotations
(pitch, yaw, roll) input interface for fact camera information in three dimensional
space to synthesis final images. In current technology, the rotation information
can detect by tripod with mechanical encoders but transition is difficult to de-
tect without huge mechanism such as a crane or hanger. These camera-tracking
technologies are called as motion control or capture camera.

Fig. 7. Prototypes of wire based motion control camera

Figure 7 are concept pictures of wire based motion control camera. A motion
sensor or mechanical encoder detect its rotation and transition tells absolute
location. When the camera operator collides to an invisible virtual set in fact
world, these wires tell to him/her via force feedback. Wires are not interference
in TV studio rather than laboratory and lighter mechanical position detection
has an advantage for using specialized camera such as Axi-Vision, infrared PSD,
sensors or computer vision.

3 Conclusion

So far, our work has demon strated the practicality of human-scale VR systems
in computer entertainment and TV production. This technology shouldn’t be
limited only CAVE style displays or visual environment. In this paper, we’ve
just shown some suitable demonstrative application to both of fields. However
each applications use some common important VR technologies such as physics
engines, rendering and haptics. We expect the basic VR technologies like real-
time physics engines, displays, motion tracking, haptic and photo-realistic CG
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rendering will be used to make new environments that are advances upon the
current industrial.
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Abstract. This paper presents an analysis of natural movement in Latin
dance and a synthesis of dance motions making use of the outcome. The
isolation movement of shoulders and hips in Latin dance was extracted
quantitatively, and a dance animation with different isolation levels was
synthesized, using a motion graph editor.

1 Introduction

With the rapid progress in the architectural technology of virtual environments,
further research and development in technology to express the natural movement
of virtual humans is being called for, from the aspects of quality and cost. In
particular, in educational contents, such as navigation and sports science, and in
industrial applications such as design support, and in the field of interactive me-
dia, technology which can synthesize and edit movement and technology which
can form databases for motion data that already exists will be necessary.

We have extracted the characteristics inherent in various human motions and
are researching animation creation technology making use of this [1,2]. This pa-
per discusses the extraction of natural movement in Latin dance and the creation
of an animation making use of the outcome. In dance, it is often said that the
Japanese do not have as good rhythmical sense as foreigners. In particular, as
expressed by the expression “good tempo”, Latin dances are full of rhythm and
motion. There are various causes for this difference such as cultural background
and we cannot jump to conclusions, but there is a finding [1] that a motion unfa-
miliar to the Japanese people, called isolation, is involved. Through our advanced
two-dimensional research, we have confirmed a phase difference in the movement
of shoulders and hips which is a characteristic of the movement of Latin people.
Here, in order to further conduct precision analysis, we obtained Latin dance
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Fig. 1. Photos of subjects.

movement using motion capture and attempted to extract the difference in the
characteristics of movement of people experienced in dancing (Latin people) and
people inexperienced in dancing (Japanese people).

As a result, it was confirmed that isolation between the shoulder and hip
takes place in a three-dimensional way in the way Latin people dance. Further,
using this result, we synthesized a dance animation. To do this, we edited the
bvh data of experienced people and of inexperienced people by blending them
at a specified ratio using a motion graph editor [3]. In order to confirm that the
created animation can express Latin movement, we made a three-dimensional
display of dance animation in a human-scale virtual reality (VR) environment.
The results evaluated as to whether they were like Latin movement or not.

2 Measurement and Analysis of Dance Movement by
Motion Capture

We measured the dance motions of people experienced in Latin dance (Latins)
and people inexperienced in dancing (Japanese), using motion capture. The mo-
tion capture system was composed of 8 digital cameras (640 × 480 pixels, 60Hz)
and real time capture software. The subjects were asked to wear suits with 31
marks and dance to the music. The music, a Merengue piece, which is Latin,
was selected (Figure 1).

As shown in Figure 2, from the dance movement obtained, the angles of
rotation of shoulders and hips (the inclinations of the line connecting the joints
of both shoulders (a) and both hips (b)) were calculated. This was divided into
the change in the rotational component in the plane vertical to the floor and the
change in the rotational component in the horizontal plane parallel to the floor.

Figure 3 shows the angles of rotation of shoulders and hips in the verti-
cal plane. Figure 3b shows that people inexperienced in dancing almost always
assume the same angle, whereas in Figure 3a, people experienced in dancing
maintain a phase difference of about 90 degrees between the shoulders and hips.
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(a)

(b)

Fig. 2. The angles of rotation of shoulders and hips.
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Fig. 3. The angles of rotation of shoulders and hips in the vertical plane.

Figure 4 shows the angles of rotation of shoulders and hips in the horizontal
plane. Similarly Figure 4a indicates that the movement of Latins keeps a phase
difference of about 30 degrees between the shoulders and hips, no phase differ-
ence was observed in the Japanese dance.

These can be interpreted as an example of isolation between shoulders and
hips moving independently, and it is considered that one of the characteristics
of Latin dance has been successfully extracted.

Figure 5 shows the center of gravity of hips in the vertical plane. The up and
down movements of the Latins are very small compared with the Japanese. This
can also be explained as isolation, one of the characteristics of Latin dance.
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Fig. 4. The angles of rotation of shoulders and hips in the Horizontal plane.
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Fig. 5. The center of gravity of hips in the vertical plane.

3 Synthesis of Dance Animation

In order to confirm that isolation between shoulders and hips is one of the
characteristics of Latin dance, we created a dance animation using our motion
data and evaluated it.

We used a motion graph editor to synthesize the dance motion. The motion
graph editor can connect the motion data expressed in a multiple bvh form in
serial/parallel. The joint can be linearly interpolated by line blending in any
ratio using the motion blend function. For instance by using a pre-measured
walking movement and a running movement, it is possible to form an animation
that can express the natural shift from walking to running.

Using this blending function, motion data with a difference in the isolation
level between the shoulders and hips was synthesized. To be specific, the dance
motions from the same cycle of the dance of an experienced person and an
inexperienced person were cut out and created by blending them in a certain
ratio. Then three motions, motion A (blend ratio 9:1), motion B (5:5, as shown
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Fig. 6. An example of Synthesized Latin dance motion.

in Figure 6), motion C (1:9) were randomly presented to subjects who were
asked to put the Latin characteristics in order. For this presentation, motion
data converted from bvh type to xml type was displayed in three-dimensions,
using VR software (Omegaspace). The result of the ranking by 3 subjects was
from top down, motion A, motion B and motion C. Thus it was confirmed that
the dance motion expresses Latin characteristics.
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4 Conclusion

The isolation movement of shoulders and hips in Latin dance was extracted
quantitatively. In order to verify whether this characteristic resembled Latin
movement, a dance animation with different isolation levels was synthesized,
using a motion graph editor. As a result of the evaluation, it was confirmed that
Latin movement can be expressed appropriately. In future, we plan to analyze
synchronism with music and study getting into the rhythm.
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Abstract. Recently, the telepresence which allows us to experience a
remote site through a virtualized real world has been investigated. We
have already proposed telepresence systems using omni-directional im-
ages which enable the user to look around a virtualized dynamic real
scene. The system gives the feeling of high presence to the user. How-
ever, conventional systems are not networked but are implemented as
stand-alone systems that use immersive displays. In this paper we pro-
pose a networked telepresence system which enables the user to see a vir-
tualized real world easily in network environments. This paper describes
the system implementation using real-time and stored omni-directional
video streams as well as its experiments.

1 Introduction

Recently, there are many researches of telepresence that acquires a dynamic
real world into a virtual world and enables the user to be immersed in the
remote environment [1]. The telepresence can be applied to various fields such
as entertainment, medical service, and education.

We have already proposed telepresence systems which use omni-directional
camera and enable the user to look around the scene in order to increase the
presence in telepresence [2,3]. The systems acquire and transfer the remote
omni-directional scene by an omni-directional camera, and show the user view-
dependent images in real time. They have no significant delay from the rotation
of user’s head to the presentation of images. They also enable the user to look
around the remote scene widely. However, the conventional systems are imple-
mented as stand-alone systems with immersive displays and require special pro-
grams and equipments. It is difficult for multiple users at remote sites to look
around the same scene with the conventional systems.
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In this paper, we propose a new telepresence system which enables mul-
tiple users on network to look around remote environments captured by omni-
directional cameras. The system uses web-browser and enables users to see omni-
directional videos interactively.

Section 2 describes the proposed system. Section 3 describes experiments of
the system with live video and stored video. Finally, Section 4 summarizes the
present work.

2 Web-Based Telepresence System Using
Omni-directional Videos

The schema of proposed system is illustrated in Fig. 1. Omni-directional videos
are stored in a remote server and are acquired by the viewer which is started
by a web browser. The user looks around the omni-directional video contents on
the web browser.

Omni-directional 
video server

W
eb brow

ser

Network

Omni-directional
local file

User

Omni-directional 
video server

W
eb brow

ser

Network

Omni-directional
local file

User

Fig. 1. Overview of web-based telepresence system.

2.1 Omni-directional Video Viewer on Web Browser

A web browser is one of the most popular network applications. Especially,
Internet Explorer installed on Windows machines can execute various application
programs by a JAVA applet or Active-X for providing users with interactive
contents on a web page. Moreover, the JAVA applet and the Active-X programs
can be easily distributed by an automatic install function. Thus we implement
an omni-directional video viewer for telepresence on a web browser in this study.

The omni-directional video viewer which shows the user omni-directional
video contents needs the functions of GPU (graphic processor unit) and is im-
plemented by Active-X. The omni-directional video viewer is started by the web
browser, converts the omni-directional video to the common perspective video,
and shows the user the common perspective video on the web page. The system
uses a hardware texture mapping function for converting video in real-time by
the method [2].

When the user access the web page which provides an omni-directional video
con-tent, the omni-directional video viewer implemented by Active-X is installed
automatically. The user can see an omni-directional video content without care of
an omni-directional camera type, parameters of camera, file-path of the content,
and so on, because a content provider embeds them in a HTML file.
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The user can look around the omni-directional video by using a mouse-drag
operation. The omni-directional video viewer is installed only by opening the
web page, and the omni-directional video can be seen easily. In the other imple-
mentation, the user can look around the omni-directional video through a HMD
(Head Mounted Display) with a gyro sensor.

2.2 Omni-directional Video Contents

There are two kinds of omni-directional video contents in present implementa-
tion: stored video contents encoded in advance and live video contents encoded
in real-time. The stored video contents mainly consist of high-resolution omni-
directional videos heavy for network. Note that stored video contents can be
provided as an on-demand-service. The live video contents are used for the pur-
pose of providing multiple users with the same contents simultaneously just like
TV broadcasting. It is difficult to transfer a high-resolution video because of the
limit of standard network bandwidth. The user can see the live video contents
acquired by an omni-directional camera and transferred immediately. It can be
transferred to many sites by multi-cast without increasing the network load.

3 Experiments

We have implemented the proposed system and experiments with both stored
video contents and live video contents. Stored video contents consist of high-
resolution videos obtained by using an omni-directional multi-camera system.
Live video con-tents are acquired by using an omni-directional camera mounted
on a car and that are transferred via wireless and wired network in real time.

A) Stored Video Contents
We acquired the omni-directional video by an omni-directional multi-camera
system; Ladybug (see Fig. 2) [3] and stored it in a PC for presentation (see
Table 1). The camera unit of Ladybug consists of six cameras (Fig. 2(left)): Five
configured in a horizontal ring and one pointing vertically. Fig. 2(right) shows a
storage unit which consists of an array of HDD. The camera system can acquire
video covering 75% of the full spherical view. The acquired video has the size of
3840 × 1920 pixels and is captured at 15fps. In this experiment, we shrink the
video to 1024 × 512 pixels because of the limit of HDD-access-speed of the PC.
We used MPEG-1 video and MPEG-1 layer 2 sounds for the formats of the video.

Fig. 3 shows a window shot of the web browser. The user can look around
the scene on the web browser. The PC can playback the video at 30fps. The user
can pause and fast-forward the video with the stored video contents.

We have also implemented a view-dependent presentation system (see Fig. 4)
with a HMD and a gyro sensor for realizing more rich presence. The gyro sensor
is Inter-Trax2 made by INTERSENSE. It can acquire the user view-direction at
256Hz. The user can look around the omni-directional scene without significant
delay.
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Fig. 2. Omni-directional multi-camera system; Ladybug.

Table 1. PC for presentation of stored video contents.

CPU Pentium4 2GHz
Memory 512MB
Graphics card ATI RADEON9700pro
OS Windows XP

Fig. 3. Window shot of omni-directional video viewer with stored video content.
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Fig. 4. HMD (Head Mounted Display) with gyro sensor.

B) Live Video Contents
In the experiment of live video contents, the system consists of a car which
mounts omni-directional camera HyperOmni Vision [4], multicast relay server of
video, omni-directional video viewer, and network (see Fig. 5).

The car mounting the omni-directional camera acquires omni-directional pro-
gressive video surrounding the car, running in our campus. The acquired omni-
directional video is transferred to a PC for encoding in the car through iLink.
The PC encodes the omni-directional video (640×480 pixels, 30fps) to Windows
Media Format (1Mbps) by Windows Media Encoder [4]. The encoded omni-
directional video is transferred to the indoor relay server through IEEE802.11a or
g network via wireless network. Table 2 describes the configuration of the system
for acquiring omni-directional video streams. Fig. 6 and Fig. 7 show the car which
mounts the omni-directional camera and the system which mounted on the car.

The transferred omni-directional video is received by the multicast relay
server of omni-directional video. The relay server distributes the omni-directional
video by multicast such as RTSP protocol. The distributed omni-directional
video is seen by using the same omni-directional video viewers as for stored video
contents on the web browsers. When many viewers receive the omni-directional
video, the load of network does not increase because of using not unicast but
multicast.

In the experiment, actually four PC received the distributed omni-directional
video. The four users could look around the scene in arbitrary directions. Fig. 8
shows examples of windows shots of the omni-directional video viewer. The video
is dis-played on the web browser at 30fps. The time delay between the acquisition
and the presentation omni-directional video is 10 seconds. In this time, the both
transmitting and receiving network loads of the relay server are 1Mbps. When
the number of received omni-directional video viewer increased, the network load
did not increase.
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PC for wireless

PC for
video acquisition

and encoding

Omni-directional video
(iLink)

Omni-directional
camera

Multicast relay server
of omni-directional video

Omni-directional video
(Multicast)

Omni-directional video viewer

Car for omni-directional video acquisition

Fig. 5. Telepresence system with omni-directional camera mounted on car.

Table 2. Facilities for omni-directional video acquisition in outdoor environments.

Omni-directional camera SONY DCR-TRV900
+ Hyperboloidal mirror
(field of view : 30 degrees upper)

PC for video acquisition Pentium4 2.53GHz
and encoding Memory 1GB

WindowsXP
Wireless network IEEE802.11a and g
Car Nissan ELGRAND

(see Fig.6, Fig.7)
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Fig. 6. Appearance of car for omni-directional video acquisition.

Fig. 7. Window shots of omni-directional video viewer.

Common perspective image Panorama image Omni-directional image
(Cylindrical image) (Same as input image)

Fig. 8. System of car for omni-directional video acquisition.
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4 Conclusion

We have developed a new networked telepresence system which easily enables
multiple users to look around a remote scene with omni-directional camera. The
system uses a web-browser, and enables users to see omni-directional video such
as common video. In the experiment of stored video contents, the user could
see the high-resolution omni-directional video. In the experiment of live video
contents, the omni-directional video was distributed through wireless and wired
network by multicast protocol, and multiple users could look around the scene
in arbitrary directions in real time.

In the experiment of live video contents, the omni-directional camera was
NTSC. The resolution of the omni-directional video was low. Thus the presence
was not rich enough. On the other hand, in the experiment of stored video
contents, an omni-directional multi-camera system was employed for acquiring a
high-resolution video. It was not suitable for distributing an omni-directional live
video. Therefore omni-directional camera should be high resolution and should
not be multi-camera system. The omni-directional HD camera can acquire omni-
directional high-resolution live video.

In the experiment of live video contents, the delay between the acquisition
and the presentation omni-directional video is 10 seconds. It is difficult to use
the system for communication with a remote user. In future work, we should
reduce the delay in transmitting an omni-directional video stream.
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Abstract. We describe a wide view imaging system for surveillance
which uses multiple smart image sensors and mirrors. In this system,
each image obtained by the multiple sensors has no-overlapped area and
is equivalent to the partial image of the wide view obtained by only imag-
inary sensor. Therefore depth estimation from sensor to each object is not
required for combination. In this paper, we describe the wide surveillance
imaging system by using random access image sensors we have designed
and a FPGA. We can control the system to show panoramic image or
partial image in real time. The new image sensor has useful functions for
wide view imaging which are random accessing and interpolation of pixel
values on quarter pitch. We show some results obtained by the chip.

1 Introduction

We have been investigating random access image sensors which are applicable
to smart imaging systems [1,2]. Only the pixel values selected by control signals
can be output from the random access image sensor, therefore the sensor is very
effective to the imaging system by using multiple sensors.

In this paper, we describe a wide view imaging system for surveillance appli-
cation by multiple image sensors and mirrors [3,4]. In this system, a panoramic
image obtained by a virtual sensor is divided into multiple images obtained by
corresponding sensors so that the further calculation is not required to combine
the multiple images except image projection.

We propose new random access image sensor for the wide view imaging that
has 128 × 128 pixels. The imaging system using the new sensors can capture
and display panoramic view image or arbitrary view image and control its view
angle in real time.

2 Wide View Imaging System by Using Multiple Sensors
and Mirrors

2.1 Capturing Wide View and Image Synthesis

We use multiple sensors and corresponding mirrors for wide view imaging. Fig. 1
shows the cross section view in the case of eight sensors and an octagonal mir-
ror. Although the sensors a-h are put on a plane and capturing upper views
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Fig. 1. Wide view imaging with eight sensors and an octagonal mirror

Fig. 2. Projection for combining two images

independently, the combination of eight images corresponds to the image of a
virtual sensor by using the octagonal mirror. Therefore the virtual sensor has
eight times as wide as the view angle of the single sensor. The combination of
eight images corresponds to the wide view captured from one position and has
no-overlapped area, therefore the estimation of depth from the sensor to the
objects and its compensation are not necessary for combining eight images.

Although the depth estimation is not necessary, the processing of projection
is required for combining various images. Fig. 2 shows the cross section view with
two sensors and mirrors. Two images on X’1 plane or X’2 plane are combined
and transformed to an image on X plane. For synthesis of the all-directions
view image, each image is transformed cylindrically. Fig. 3 shows the simulation
results of the projections. Fig. 3(a) shows the original image which consists of two
adjacent images without the projection. Figs. 3(b) and (c) show the transformed
images with cylindrical and plane projections. Although the processing of the
projection is required for making wide view image, the positions of output pixels
from each sensor are fixed for all frames.
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(a) Original image

(b) Cylindrical projection

(c) Plane projection

Fig. 3. Images transformed by cylindrical projection and plane projection

2.2 Imaging System Using Random Access Image Sensor

Fig. 4 shows our prototype system for wide-view imaging. The system consists of
eight normal CCD sensors positioned on a plane and an octagonal mirror. Fig. 5
shows an example panoramic image obtained by the prototype system. Fig. 6
shows the system architecture for imaging and displaying panoramic view image
or arbitrary view image in real time. In the case of normal CCD sensors, image
data for all pixels are memorized and the partial pixels are selected by projection
map for the display. Therefore quite big circuits are necessary if the number of
sensors is large. On the other hand, in the case of random access sensors, selection
of the displayed pixels can be done on each sensor and only the pixel data shown
on the monitor are output. According to the projection method, FPGA controls
the positions of the output pixels by chip selection signals and address signals.
The output image data can be directly displayed without further processing.
The proposed system using the random access sensors is much small compared
to the system using CCD sensors.
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Fig. 4. Prototype system for wide view imaging with eight CCD sensors

Fig. 5. Example panoramic image with eight CCD sensors

(a) The system using normal CCD
sensors

(b) The system using smart sensors

Fig. 6. Comparison between normal CCD sensors and smart sensors

3 Random Access Image Sensor

3.1 Design and Implementation of the Random Access Image
Sensor

Fig. 7 shows the block diagram of the random access image sensor for wide view
imaging system we have designed. It consists of photodiode array, shift registers,
address decoders, APS control circuits, an average circuit and an output control
circuit. Pixel cell has a sample and hold circuit to integrate the pixel value at
the same timing for all pixels. In the average circuit, we use 16 capacitors for
interpolation of the adjacent four pixels. In the output control circuit, the pixel
values are adjusted to reduce the variation between the eight sensors.
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Fig. 7. Block diagram of the random access image sensor

Fig. 8. Estimation of pixel value on quarter pitch

The proposed chip has the following four functions.

[1] Pixel data is output by normal shift register or address decoder for random
access.

[2] Pixel value on every quarter position is estimated by averaging circuit.
[3] Each chip can be set its fixed number for sensor identification.
[4] The pixel value is amplified or offset for reduction of variation between sen-

sors.

Fig. 8 shows the example of quarter pitch interpolation. Suppose the pixel
value on (01,01) is estimated, the value PDave is calculated by next equation.

PDave =
9 × PD1 + 3 × PD2 + 3 × PD3 + 1 × PD4

16
(1)

We have fabricated the chip using AMS 2-poly 3-metal 0.6 μm CMOS process.
The outline of the proposed chip is shown in Table 1.

3.2 Experiments

Fig. 9 shows the example images obtained by the prototype chip. Fig. 9(a)
shows a normal output image and Fig. 9(b) shows the projected output images.
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Table 1. Outline of the random access image sensor

Number of pixel [pixels] 128 × 128

CMOS process [μm] 0.6

Die size [mm2] 4.27 × 4.26

Pixel size [μm2] 22.0 × 22.0

Fill factor [%] 22.1

Number of transistors of transducer [trs./pixel] 6

Number of transistors of interpolation [trs./chip] 537

Power supply [V] 5.0

Fig. 9. Example images obtained by the
chip

Fig. 10. Expanded images by average
circuit

It appears that slope characters in normal output image are transformed to the
straight characters in Fig. 9(b). Fig. 10 shows the expanded images in integer
pitch and in quarter pitch. It appears that the slope line in Fig. 10(b) has
smoother shape compared with Fig. 10(a).

4 Wide View Surveillance System

We propose a wide view surveillance system using new smart sensors as shown in
Fig. 11. The system consists of an octagonal mirror, FPGA, memory and eight
sensors. Fig. 12 shows the block diagram of the system. In this system, FPGA
selects output pixels from the image of the eight sensors using 4bit “sensor
select data” and 18bit “pixel address data”. The memory keeps the transformed
data for the projection and various calibrations which are calculated by previous
experiments. By using this memory, “pixel address data” including integer and
decimal address X, Y is transformed into the projected and calibrated address
data with no-calculation in real time. Fig. 13 shows the output images from the
sensor 1 to 8.

Now we are implementing the functions of detecting and tracking of moving
object on the surveillance system. In this paper, we show simulation results by
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Fig. 11. Wide view surveillance system Fig. 12. Block diagram of the surveillance
system

Fig. 13. Output images of sensor 1-8

frame1

frame2

frame3

(a) Panorama view in low resolution; the
upper-right image is connected to the
bottom-left image, the bottom-right im-
age is connected to the upper-left image

frame1

frame2

frame3

(b) Detection of moving object and zoom-
ing image in high resolution

Fig. 14. Example results of surveillance application
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using the prototype system. The surveillance system selects the arbitrary pixel
data from eight sensors pixel by pixel, therefore various parameters such as
view angle, spatial resolution and temporal resolution can be controlled freely.
Fig. 14 shows the example results of objects tracking system. If there is no moving
object, panorama view images as shown in Fig. 14(a) are output in low resolution
to control the amount of output data. On the other hand, if moving object is
detected, the partial images including the moving object are also output in high
resolution as shown in Fig. 14(b). However the resolution of the panorama view
images are reduced when the partial images are shown.

5 Conclusion

We have fabricated a random access image sensor which has 128 × 128 pixels
for wide view imaging. We propose the wide view surveillance system with eight
smart sensors and an octagonal mirror. The system can capture all-directions
view or partial view in real time. We will show the results of the object tracking
by using the constructing surveillance system in the conference.
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Abstract. This paper presents a generic approach for object tracking
and identification in video sequences, called SAP. The object is described
with two image primitives: first, its content is described with Points of
interest that are automatically extracted and characterized according to
an appearance-based model. Second, the object’s envelope is described
with a Snake. The originality of SAP consists in a complementary use
of these primitives: the snake allows to reduce the points extraction to a
limited area, and the point description is efficiently exploited during the
snake tracking. Such a characterization is robust to wide occlusions and
can be use for object identification and localization purposes. SAP has
been implemented with the aim of achieving near real-time performance.

1 Introduction

In a variety of applications of image technology, such as medical image analysis,
video surveillance or scene monitoring, it is desirable to track objects in video
sequences. Considerable work has been done during the past few years in object
tracking. There is no theory for the segmentation of moving objects in videos,
the methods depend upon the target application. When a model of the object
does not exist, the encountered approaches usually focus either on image spatial
structures, or on temporal tracking with trajectory estimation, or on both. Dif-
ferent kinds of approaches exist and are usually based on region segmentation [9],
blobs [12], histograms [16], optical flow [2], points [20] or snakes [3], etc.

The paper is organized as follows: Section 2 describes our approach of object’s
content description which is based on points of interest. In Section 3, we remind of
snakes principles before presenting a novel approach of object tracking combining
snakes and such points. Experiments on video streams are presented in Section 4
to highlight the contributions of the SAP approach. Finally, we propose a natural
extension to object identification and localization.

2 Object Tracking with Points of Interest

Points of interest are involved in many applications, like stereovision, image
retrieval or scene monitoring. They usually represent sites where the information
is considered as perceptually relevant. Many extractors have been proposed, see
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for example the comparison study [19]. The most popular one is probably the
Harris and Stephens detector [7] and its adaptations [18,15,14].

Temporal approaches of feature point tracking exist for point trajectory es-
timation. Classically, the encountered techniques involve a cost function defined
for three consecutive frames. Different linking strategies are applied to find the
correspondences and optimize the trajectories. The first solution is the one of
Sethi and Jain [20] called Greedy Exchange algorithm. Some improvements of
this approach have been proposed [17,21]. In [4], the algorithm “IPAN tracker”
described is based on the idea of competing trajectories. The paper also presents
a performance evaluation of feature points tracking approaches.

Most of the approaches listed above estimate a trajectory according to a local
model of trajectory. They do not exploit the visual appearance of the points to
track. Since they involve a model of trajectory, they are not robust to wide
deformation of non-rigid object and to wide occlusions. In this paper, we focus
on spatial appearance-based tracking approaches. Such techniques do not impose
any constraint on the trajectory of the point and may allow wide occlusions, as
it will be demonstrated. Traditional approaches involving a spatial description of
points come from stereovision or more recently from image retrieval applications.
From the works of Koenderink [10] and Florack [5] on the properties of local
derivatives, a lot of work has been done on differential descriptors. A recent
performance evaluation of local descriptors [13] has shown that the descriptor
SIFT proposed by Lowe [11] for object recognition performs best.

2.1 Our Approach of Point of Interest Tracking

We did not make the choice of employing the SIFT descriptor in our prototype,
first because it involves a high dimensional features set (128 items for each key-
point), making it not applicable for real-time video tracking purposes. Second,
this descriptor is invariant to several image transformations, making it efficient
for object recognition but not optimal for video streams where consecutive frames
differ by small transformations. Therefore, the characterization employed here
is the local jet of the signal which is invariant to image translation. Up to order
n, it can be expressed for the point (x, y) as follows:

J(x, y, σ) = {Ii1...ik
(x, y, σ)/k = 0, ..n} (1)

where Ii1...ik
(x, y, σ) represents the kth image derivative relative to the i1...ik

variables (x and y) and σ the size of the Gaussian smoothing applied during the
derivatives computation. Under the gaussian assumption, the similarity measure
traditionally combined with these features is the Mahalanobis distance δ2.
In the rest of the paper, such a point characterization space will be noted (Vd, δ

2).

Point matching algorithm. A specific model of trajectory is not exploited
here. We only suppose that the point pj

i characterizing the object Oi of frame Fi

has its corresponding point in frame Fi+1 inside an area which is simply modelled
by a circular window Wt of size t centered on pj

i . The matching algorithm consists
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in finding in (Vd, δ
2) the nearest neighbor pk

i+1 of pj
i , with pk

i+1 in Wt(p
j
i ). A

match having a distance δ2 higher than a given threshold is eliminated. Under
some hypothesis, the threshold can be automatically chosen from the χ2 table.
Then a classical cross-matching algorithm is applied in (Vd, δ

2) in order to build
a set of matches {(pj

i , p
k
i+1)} with points involved in each match at best one time.

Our algorithm privileges the visual similarity of interest points. The t parameter
can be viewed as a function of the velocity of the point to track. It can be
estimated from the couple (pl

i−1, p
j
i ) of matched points, as in the approaches of

point trajectory estimation. In that case, the matches also involve points which
are constrained by a particular velocity from frames Fi−1 to Fi+1.

3 Robust Object Tracking with Snakes

The Snakes theory was born in 1987 with the work of Kass et al. [8]. A state
of art about snakes can be found in [1]. They are widely used for segmentation,
shape modelling and motion tracking. A snake can be represented as a para-
metric curve. From a given starting position, the snake deforms itself in order
to stick to the nearest salient contour. The snake behavior and its evolution
are governed by a weighted combination of internals and externals forces and is
computed as an energy function to minimize. Such a minimization is not easy. A
numerical solution consists in considering a discrete representation of the curve
and in developing an iterative algorithm. The implementation of the snake we
have chosen for our prototype is classical. For the regularization of the curve,
three forces are applied on each node. The first one is a stretching force which
guarantees a certain distance between two consecutive nodes. The second one
is a bending force which constrains the curvature on each node. The third one
is the external force which is directly linked to the image contours. Some tem-
poral forces can be added to help during the tracking [3]. In order to reduce
computation time, we choose a determinist algorithm which reduces the total
energy of the snake by reducing the energy of each node separately. This process
is iteratively repeated as the snake energy decreases.

3.1 Exploiting Points of Interest to Enhance Snake Tracking

The view Oi of an object in a frame Fi can be described with a set of interest
points noted Pi and with a discrete snake noted Si. The complete object char-
acterization obtained is the couple (Pi, Si). In this section, we propose a method
consisting in exploiting the Pi features to make the snake tracking more robust.

Let consider two sets of points Pi and Pj characterizing two views Oi and Oj

of the same object in two frames Fi and Fj . Matching these two sets (or subsets)
allows to estimate an image transformation Ti,j existing between Oi and Oj .
Ti,j can be used at two different levels of the snake tracking: first between two
consecutive frames Fi and Fi+1. The snake Si+1 can be initialized with Ti,i+1(Si),
before optimizing it for the view Oi+1. Second, Ti,j can be exploited to make
the snake tracking much more robust against wide occlusions: according to the



64 B. Lameyre and V. Gouet

� �
Matching of points Pj,global with points Pi1 , Pi2 and Pi3

HD(Fi1) HD(Fi2) HD(Fi3) (a) (b)

Fig. 1. Tracking of a face after a full occlusion. On the left, 3 items of the history list.
On the right, (a) shows the points Pj,global extracted on a whole frame Fj after the
occlusion. • points are the Pj which better match with points of HD (here with Pi2)
and + points are unmatched points. The dotted snake drawn is Ti2,j(Si2) = Sj,init.
(b) shows the Pj points plus the optimized snake Sj obtained from Sj,init.

object characterization we have adopted, we consider that an object becomes
occulted in a frame Fi when few points Pi can be matched with Pi−1. In such
a case, points are extracted in the whole frames Fj,j�i as long as the object is
occulted. The corresponding sets obtained are called Pj,global.

Now, let suppose that we have at our disposal the description noted
(Piref

, Siref
) of one of the views Oiref

before the occlusion of the object, and the
set Pj,global extracted from the frame Fj when it reappears. Piref

and Pj,global can
be compared according to an approach similar as the one detailed in Section 2.1.
Here the points of the two sets are to be compared. It is not possible to directly
use the point characterization based on the local jet (equation (1)) since Tiref ,j

can be more complicated than a small inter-frames motion. Therefore, the point
characterization we consider is a combination of the local jet computed during
the tracking, in order to achieve invariance to other images transformations. For
example, it can be the Hilbert’s differential features which are invariant to image
rotation. Such a derived characterization is necessary to compare points under
the hypothesis of different viewpoints between Firef

and Fj , but makes the point
characterization less selective. It is possible to enrich it by adding geometric and
semi-local constraints on points as the ones proposed in [6]. In the rest of the
paper, we will note (V ′

d′ , δ2) such a feature space following from (Vd, δ
2).

It is then reasonable to suppose that the points of Pj,global which are in-
volved in the matches obtained give a characterization Pj of the view Oj . Then
estimating Tiref ,j from some of the points (Piref

, Pj) in correspondence allows
to initialize in Fj a snake with Tiref ,j(Siref

). This technique supposes that a
view Oiref

which is quite similar to Oj exists and that (Piref
, Siref

) is available.
To do that, our approach consists in storing during the tracking sub-samples
(Pi, Si)i=k1,..,kD

of the object characterization in a FIFO list called HD. Under
this hypothesis, (Piref

, Siref
) can be chosen within HD as the description which

fits better a subset of Pj,global, according to a score SCRH which is inversely
proportional to the distances obtained between matched points. The algorithm
is illustrated in Figure 1 and completely described in the next section.
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Algorithm 1: Object tracking with snakes and points of interest.

// Initializations

- Manual surrounding of the object to track in F1. It gives S1,init;
- Optimization of S1,init for the object O1. A refined snake S1 is obtained;
- Extraction of a set of points P1 in F1 inside the area defined by S1;
For each frame Fj,j>1 of the sequence do

If (Pj−1, Sj−1) �= (∅, ∅) then
// The object was globally visible in frame Fj−1

- Extraction of a set of points Pj in Fj inside an area A(Sj−1);
- Point matching of the Pj−1 set with the Pj one in (Vd, δ2);
- Piref ← Pj−1;

else
// The object was widely occulted in frame Fj−1

- Extraction of a set of points Pj,global in the whole frame Fj ;
- Search in HD of the Pi set associated with the best score
SCRH(Pi, Pj,global). It involves a subset Pj ⊂ Pj,global;
- Piref ← Pi;

end if
If enough Piref points are matched with the Pj ones then

// The object is globally visible in frame Fj

- Estimation of Tiref ,j from the matches between Piref and Pj ;
- Sj,init ← Tiref ,j(Siref );
- Optimization of Sj,init for Oj . A refined snake Sj is obtained;
- HD ← HD + (Pj , Sj);

else
// The object is widely occulted in frame Fj

Pj ← ∅; Sj ← ∅;
end if
j ← j + 1;

end for

3.2 The Complete Algorithm of Tracking with Snakes and Points

The SAP algorithm proceeds as described in Algorithm 1. Points are extracted
using the Precise Harris detector and characterized with the local jet in (Vd, δ

2)
and the derived feature space (V ′

d′ , δ2). They are matched according to the ap-
proach of Section 2.1. In this algorithm, the window WSi−1 considered for the
points of interest extraction in frame Fi is based on the snake computed in frame
Fi−1. The area defined by Si−1 only gives in Fi a first approximation of the area
where to extract the points that will characterize the object. Since the points
to track may have moved between the two frames, it is necessary to consider an
enlarged surface. We consider a simple dilatation of the surface defined by Si−1,
noted A(Si−1). The size of the dilatation can be viewed as a function of the
points velocity, as for the parameter t of the window Wt used during the point
matching process between two frames (see Section 2.1).
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4 Results of Object Tracking and Identification

The video resolution is QCIF (352 × 288) and image is acquired in YUV12
format (4:2:0). Only the Y part, containing the grey level information is
exploited.

Object tracking during a full occlusion. Here, the object (a clock) com-
pletely disappears behind an obstacle. When disappeared, its trajectory does not
follow the same one as before the occlusion, making a model of trajectory unus-
able. Figure 2 presents particular frames before, during and after the occlusion.
The SAP characterizations associated are superimposed on the frames.

F378 with (P378, S378) F606 with (P606, S606) F693 with P693,global F761 with (P761, S761)

Fig. 2. Evolution of the object characterization (Pi, Si) during the tracking, in the
presence of a full occlusion. Frames (F378,F606), F693 and F761 have been respectively
taken before, during and just after the occlusion.

Extension to object identification and localization. We propose a simple
and natural extension of the SAP approach to automatic object identification
and localization. Let us consider sequences where several objects Ok are tracked.
If the history list Hk

D corresponding to each Ok is stored and labelled in a global
H set, then H represents a file of objects labelled and characterized by their
content that can be viewed as a thesaurus. Given a new sequence, the approach
consists in extracting in the whole frames Fj a set of points Pj,global and in
finding the ones that fit better the ones stored in H, by using the Algorithm 1.
The identification simply consists in giving the label(s) associated with the item
(Pi, Si) ∈ H having the best score SCRH(Pi, Pj,global). The localization consists
in estimating in Fj the snake Sj,init = Ti,j(Si) and then in optimizing it to
obtain Sj (let note that Sj can be considered as the starting point of a new
tracking phase for the identified object). This scenario is illustrated in Figure 3
with a video containing three objects (two faces and a clock) to identify and
localize from a given thesaurus of several objects.

About computation time. All the algorithms developed have been chosen to
be real-time compatible. At present, the optimization phase have not yet been
made but we think that real-time is achievable. The following estimations give
an idea of the actual performances, based on an Intel Centrino 1.6 Ghz CPU
computer:
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F22 with (P22, S22) F165 with (P165, S165) F387 with (P387, S387)

SCRH(Pi, P22,global) SCRH(Pi, P165,global) SCRH(Pi, P387,global)

Fig. 3. Identification and localization of 3 objects. First line shows frames Fj of the
tested video, with j = 22, 165, 387. Second line presents the graph of the scores SCRH

obtained between all the items Pi of HD and Pj,global. The points presented on the
images of first line are the Pj ⊂ Pj,global that matched. The object identification step
is represented on second line by labelled thumbnails that correspond to the items of
HD having the best scores. The localization step is done with the estimation of the
snake Sj (drawn on the images of first line), that has been obtained from Ti,j(Si) and
optimized.

– Snake used alone (as object tracker): 25 ms/frame (40 fps);
– Snake used in cooperation with feature points tracker: 80 ms/frame (12 fps);
– Time to retrieve the best candidate in H256: 200 ms, depending on the num-

ber of points inserted in each history item.

5 Conclusions and Future Work

In this paper, we have presented a novel approach for object tracking in video
sequences. The object to track is described by considering two generic image
primitives: points of interest and snakes. No model of object nor trajectory is
used to achieve the tracking. We focused our work on two particular aspects:
first, we tried to develop an appearance-based point characterization the most
robust possible to the variability that an image coming from a video may con-
tain. Second, we exploited such a characterization to make the snake tracking
more robust. The experiments realized on wide occlusions clearly show the rel-
evance of the spatial description of the points we propose, when a temporal one
would be lacking. In addition, we have proposed an extension of SAP to object
identification and localization, which is another application that gives promising
results. We are now investigating techniques for optimizing the access to the
thesaurus and making it more representative.
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Abstract. This paper presents a feature point tracking algorithm using
optical flow under the non-prior training active feature model (NPT-
AFM) framework. The proposed algorithm mainly focuses on analysis
of deformable objects, and provides real-time, robust tracking. The pro-
posed object tracking procedure can be divided into two steps: (i) opti-
cal flow-based tracking of feature points and (ii) NPT-AFM for robust
tracking. In order to handle occlusion problems in object tracking, feature
points inside an object are estimated instead of its shape boundary of the
conventional active contour model (ACM) or active shape model (ASM),
and are updated as an element of the training set for the AFM. The pro-
posed NPT-AFM framework enables the tracking of occluded objects in
complicated background. Experimental results show that the proposed
NPT-AFM-based algorithm can track deformable objects in real-time.

1 Introduction

The problem of deformable object tracking by analyzing motion and shape in
two-dimensional (2D) video is of increasing importance in a wide range of ap-
plication areas including computer vision, video surveillance, motion analysis
and extraction for computer animation, human-computer interface (HCI), and
object-based video compression [1,2,3,4].
� This work was supported by Korean Ministry of Science and Technology under

the National Research Lab. Project, by Korean Ministry of Education under Brain
Korea 21 Project, by the University Research Program in Robotics under grant
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There have been various research results of object extraction and tracking.
One of the simplest methods is to track difference regions within a pair of con-
secutive frames [1], and its performance can be improved by using adaptive
background generation and subtraction. Based on the assumption of stationary
background, Wren et al. proposed a real-time blob tracking algorithm, where the
blob can be obtained from object’s histogram [5,6].

Shape-based tracking obtains a priori shape information of an object-of-
interest, and projects a trained shape onto the closest shape in a certain im-
age frame. This type of methods include contour-based method [7,8,9], active
shape model (ASM) [10], state-space sampling, and condensation algorithm [9].
Although the existing shape-based algorithms can commonly deal with partial
occlusion, they exhibit several serious problems in the practical application, such
as (i) a priori training of the shape of a target object and (ii) iterative modelling
procedure for convergence. The first problem hinders the original shape-based
method from being applied to tracking objects of unpredictable shapes. The
second problem becomes a major bottleneck for real-time implementation.

This paper presents a non-prior training active feature model (NPT-AFM)
that generates training shapes in real-time without pre-processing. The proposed
AFM can track a deformable object by using a greatly reduced number of feature
points rather than taking the entire shape. The NPT-AFM algorithm extracts
an object using motion segmentation, and determines feature points inside the
object. Such feature points tend to approach toward strong edge or boundary of
an object. Selected feature points in the next frame are predicted by optical flow.
If a feature point is missing or failed in tracking, an additional compensation
process restores it.

In summary major contribution of the proposed NPT-AFM algorithm is
twofold: (i) real-time implementation framework obtained by removing a prior
training process and (ii) AFM-based occlusion handling using a significantly
reduced number of feature points.

The remaining part of this paper is organized as follows. In Section 2, an
overview of the proposed tracking framework is given. In Section 3, optical flow-
based tracking of feature points is presented. In Section 4, the NPT-AFM-based
tracking algorithm for occlusion handling is proposed. Experimental results are
provided in Section 5, and Section 6 concludes the paper.

2 Overview of the Feature-Based Tracking Framework

The proposed feature-based tracking algorithm is shown as a form of flowchart
in Fig. 1. The dotted box represents the real-time feature tracking, prediction,
and correction processes from the tth frame to the t + 1st frame. In the ob-
ject segmentation step we extract an objet based on motion direction by using
motion-based segmentation and labeling.

We classify object’s movement into four directions, extract suitable feature
points for tracking, and predict the corresponding feature points in the next
frame. A missing feature point during the tracking process is checked and re-
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Fig. 1. The proposed optical flow-based tracking algorithm

stored. If over 60% of feature points are restored, we decided the set of feature
points are not proper for tracking and redefine new set of points. We detect oc-
clusion by using labeling information and motion direction, and the NPT-AFM
process, which updates training sets at each frame up to 70, restores the entire
shape from the occluded input.

The advantages of the proposed tracking algorithm can be summarized as:
(i) It can track both rigid and deformable objects without a priori training
process and update of the training set at each frame enables real-time, robust
tracking. (ii) It is robust against object’s sudden motion because both motion
direction and feature points are tracked at the same time. (iii) Its tracking per-
formance is not degraded even with complicated background because feature
points are assigned inside the object near boundary. (iv) It contains NPT-AFM
procedure that can handle partial occlusion in real-time.

3 Optical Flow-Based Tracking of Feature Points

The proposed algorithm tracks feature points based on optical flow. A missing
feature point during the tracking is restored by using both temporal and spatial
information inside the predicted region.

3.1 Feature Point Initialization and Extraction

We extract motion from a video sequence and segment regions based on the
direction of motion using Lucas-Kanade’s optical flow method [11]. Due to the
nature of optical flow, an extracted region has noise and holes, which are removed
by morphological operations.

After segmentation of an object from background, we extract a set of feature
points inside the object by using Shi-Tomasi’s feature tracking algorithm [13].
The corresponding location of each feature point in the following frame is pre-
dicted by using optical flow. These procedures are summarized in the following
algorithm.
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1. Preprocess the region-of-interest using a Gaussian lowpass filter.
2. Compute the deformation matrix using directional derivatives at each pixel

in the region as

D =
[

dxx dxy

dyx dyy

]
(1)

where, for example, dxx represents the 2nd order derivative in the x direction.
3. Compute eigenvalues of the deformation matrix, and perform non-maxima

suppression. In this work we assume that local minima exist in the 5 × 5
neighborhood.

4. Discard eigenvalues that is smaller than a pre-specified threshold, and discard
the predicted feature points that does not satisfy the threshold distance.

5. Predict the corresponding set of feature points in the next frame using optical
flow.

Due to the nature of motion estimation, motion-based segmentation usally
becomes a little bit larger than the real object, which results in false extraction
of feature points outside the object. These outside feature points are removed
by considering the distance between predicted feature points given in

d =
N∑

t=1

M∑
i=1

√
(xi

t+1 − xi
t)2 − (yi

t+1 − yi
t)2 < tn, (2)

where t represents the number of frames, and i the number of feature points.
The results of outside point removal are shown in Fig. 2.

(a) The 2nd frame (b) The 4th frame (c) The 7th frame

Fig. 2. Results of outside feature point removal (Two outside feature points highlighted
by circles in (a) are removed in (b) and (c).)

3.2 Feature Point Prediction and Correction

In many real-time, continuous video tracking applications, the feature-based
tracking algorithm fails due to the following reasons: (i) self or partial occlusions
of the object and (ii) feature points on or outside the boundary of the object,
which are affected by changing background.
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In order to deal with the tracking failure, we should correct the erroneously
predicted feature points by using the location of the previous feature points and
inter-pixel relationship between the predicted points. Here we summarize the
prediction algorithm proposed in [12].

1. Temporal Prediction: Let the location of a feature block at frame t, which
was not tracked to frame t+1, be vi

t, i ∈ {i, ..., Mt}. Its location is predicted
using the average of its motion vectors in the previous K frames as

v̂t+1
i = v̂t

i +
1
K

K−1∑
k=0

mi
t−k, (3)

where mi
t = vi

t − vi
t−1 denotes the motion vector of feature block i at

frame t, and K represents the number of frames for motion averaging . The
parameter K may be adjusted depending on the activity present in the scene.

2. Spatial Prediction: We can correct the erroneous prediction by replacing with
the average motion vector of successfully predicted feature points.

3. Re-Investigation of The Predicted Feature Point : Assign a region including
the predicted-corrected feature point. If a feature point is extracted in the
next frame, it is updated as a new feature point. If more than 60% feature
points are predicted, feature extraction is repeated.

The temporal prediction is suitable for deformable objects while the spatial
prediction is good for non-deformable objects. Both temporal and spatial pre-
diction results can also be combined with proper weights. In this work, we used
K = 7 for temporal prediction.

4 NPT-AFM for Robust Tracking

The most popular approach to tracking 2D deformable objects is to use the
object’s boundary. ASM-based tracking falls into this category. ASM can analyze
and synthesize a priori trained shape of an object even if the input is noisy
or occluded [14]. On the other hand, a priori generation of training sets and
iterative convergence prevent the ASM from being used for real-time, robust
tracking. We propose a real-time updating method of the training set instead
of off-line preprocessing, and also modify the ASM by using only a few feature
points instead of the entire landmark points. NPT-AFM refers to the proposed
real-time efficient modeling method.

4.1 Landmark Point Assignment Using Feature Points and AFM

The existing ASM algorithm manually assigns landmark point on the object’s
boundary to make a training set [14]. A good landmark point has balanced dis-
tance between adjacent landmark points and resides on either high-curvature or
’T’ junction position. A good feature point, however, has a different requirement
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from that of a good landmark point. In other words, a feature point is recom-
mended to locate inside the object because a feature point on the boundary of
the object easily fails in optical flow or block matching-based tracking [15] due
to the effect of changing, complicated background.

Consider n feature points from an element shape in the training set. We
update this training set at each frame of input video, and at the same time align
the shape onto the image coordinate using Procrustes analysis [16]. In this work
the training set has 70 element shapes. Given a set of feature points the input
feature can be modeled by using principal component analysis (PCA).

In order to track the target object we have to find the best feature-based
landmark points which match the object and the model. In each iteration the
feature-based landmark points selected by PCA algorithm are relocated to new
position by local feature fitting. The local feature fitting algorithm uses a block-
based correlation between the object and the model. The best parameters that
represent the optimal location of feature points of the object, can be obtained
by matching the feature points in the training set to those of the real image.
Here the existing block matching algorithms can be used for the block-based
correlation. Figure 3 shows the result of optical flow-based model fitting with 51
training sets.

(a) (b) (c)

Fig. 3. Model fitting procedure of NPT-AFM: (a) optical flow-based feature tracking
at the 40th frame, (b) model fitting at the 74th frame, and (c) model fitting at the
92nd frame.

4.2 Reconstruction of Feature Model and Occlusion Handling

In spite of theoretical completeness of the AFM algorithm,a feature model ob-
tained from the local feature fitting step does not always match the real object
because it has been constructed using a training set of features in the previous
frame. A few mismatches between the feature model and the real object can be
found in Fig. 3.
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(a) (b) (c)

Fig. 4. Reconstruction of the feature model: (a) feature model fitting result, (b) relo-
cation of an outside feature point for feature reconstruction, and (c) result of feature
reconstruction.

The proposed feature reconstruction algorithm move an outside feature
point toward the average position of all feasible feature points, which means
feature points inside the object. While moving the outside feature point, we
search the best path among three directions toward the average position. If the
number of outside feature points is more than 60% of the total feature points,
the feature extraction process is repeated. The feature reconstruction process is
depicted in Fig. 4

In addition to reconstructing feature model, occlusion handling is another
important function in a realistic tracking algorithm. The proposed NPT-AFM
based occlusion handling algorithm first detects occlusion if the labeling region
is 1.6 times lager than the original labeling region. The decision is made with
additional information such as motion direction and size in the correspondingly
labeled object region. If an occlusion is detected, we preserve the previous la-
beling information to keep multiple object’s feature models separately. After
handling the occlusion, the feature model should be reconstructed every time.
This reconstruction process is performed the size of labeled region is between
0.8L and 1.2L, where L represents the original size of the labeled region.

5 Experimental Results

We used 320 by 240, indoor and outdoor video sequences to test tracking both
rigid and deformable objects. In most experimental images bright (yellow) cir-
cles represent successfully tracked feature points while dark (blue) does ones
represent corrected feature points.

For rigid object tracking, we captured an indoor robot video sequence using
a Pelco Spectra pan-tilt-zoom (PTZ) camera. We applied the proposed tracking
algorithm while the PTZ camera does not move. Once the camera view has
changed, we received the relative coordinate information from the camera, and
restarted tracking in the compensated image coordinate. The result of tracking
is shown in Fig. 5.
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(a) (b) (c)

(d)

Fig. 5. Feature tracking of a rigid object and the resulting trajectory: (a) motion-based
segmentation result of the 3rd frame, (b) the 10th frame, (c) the 34th frame, and (d)
the corresponding trajectory of each frame.

For deformable object tracking, we captured indoor and outdoor human se-
quences using SONY 3CCD DC-393 color video camera with auto-iris function.
Tracking results using the proposed algorithm are shown in Fig .6. Predicted
feature points are classified into two classes: successful and reconstructed, which
are separately displayed in Fig. 6.

In order to track a deformable object under occlusion, we applied the pro-
posed NPT-AFM-based tracking algorithm. Results of occlusion handling by the
proposed NPT-AFM are shown in Fig. 7. By using the NPT-AFM, the proposed
tracking algorithm could successfully track an object with occlusion up to 85%.

6 Conclusions

We presented a novel method for tracking both rigid and deformable objects in
video sequences. The proposed tracking algorithm segments object’s region based
on motion, extracts feature points, predicts the corresponding feature points in
the next frame using optical flow, corrects and reconstructs incorrectly predicted
feature points, and finally applies NPT-AFM to handle occlusion problems.

NPT-AFM, which is the major contribution of this paper, removes the off-
line, preprocessing step for generating a priori training set. The training set used
for model fitting can be updated at each frame to make more robust object’s
shape under occlude situation. The on-line updating of the training set can
realize a real-time, robust tracking system. Experimental results prove that the



Optical Flow-Based Tracking of Deformable Objects 77

(a) Man-a 4th frame (b) Man-a 34th frame (c) Man-a 57th frame

(d) Man-b 27th frame (e) Man-b 75th frame (f) Man-b 113rd frame

(g) Man-c 5th frame (h) Man-c 31st frame (i) Man-c 43rd frame

Fig. 6. Feature tracking of deformable object in both indoor and outdoor sequences:
Bright (yellow) circles represent successfully predicted feature points while dark (blue)
circles represent corrected, reconstructed points.

(a) 106th frame (b) 125th frame (c) 165nd frame

Fig. 7. Occlusion handling results using the proposed NPT-AFM algorithm

proposed algorithm can track both rigid and deformable objects under various
conditions, and it can also track the object-of-interest with partial occlusion and
complicated background.
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Abstract. Inspired by the human immune system, and in particular
the negative selection algorithm, we propose a learning mechanism that
enables the detection of abnormal activities. Three types of detectors
for detecting abnormal activity are developed using negative selection.
Tracks gathered by people’s movements in a room are used for experimen-
tation and results have shown that the classifier is able to discriminate
abnormal from normal activities in terms of both trajectory and time
spent at a location.

1 Introduction

Most current systems [1,2,3] that detect abnormal behaviour work by building
models of normal behaviour or activities and detecting deviation from these mod-
els as a signature of abnormality. In this paper, we explore an alternative method
for abnormal activity detection based on biological immune systems. Instead of
building models for normal behaviours, the immune system develops a set of
abnormal detectors, by sampling the entire space and choosing detectors that
do not conform to normal. Thus, the abnormal detectors are modeled explicitly
and may include cases which are rare or unobserved. To explore this concept, we
formulate abnormal detectors to find abnormal behaviours for tracking people in
spaces. Such abnormalities could include people walking in areas not normally
traversed or spending too much time in a given space. We propose three types of
detectors generated by negative selection principle and demonstrate their utili-
sation in abnormal track detection.

The novelty of this paper lies in an alternate model for abnormal activity
detection based on the immune system. Unlike current activity classification
systems, this system explicitly models the abnormalities instead of the normal
aspects of the activities to be recognised.

The rest of the paper is organised as follows: First, a short review on the
human immune system is presented in Section 2. An overview of the architecture
and the design of the system is explained in Section 3. Section 4 analyses the
results of the experiments. Section 5 concludes the discussion.
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c© Springer-Verlag Berlin Heidelberg 2004
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2 Preliminary Background

The immune system (IS) is an adaptive, robust and distributed system that con-
tinuously maintains the functions of our body (homeostasis) [4]. It is capable of
identifying and eliminating our own cancerous cells (infectious self) as well as
external microorganisms harmful to the body (infectious non-self). The IS mon-
itors the body for an almost unlimited variety of infectious cells, known as non-
self elements, distinguishing them from native cells of the host (self elements).
These non-self elements include a plethora of viruses, bacteria and other foreign
objects which are collectively known as pathogens. In addition, the IS is also
capable of memorising past infections to mount a more efficient response to fur-
ther encounters. Immune cells involved in detection and response are collectively
known as lymphocytes. These lymphocytes become activated in the presence of
external entities such as viruses or bacteria. Specifically, the interacting entities
are termed antigens.

Lymphocyte cells are designed to match external entities not belonging to
our bodies. During maturation, immature lymphocyte cells are exposed to self-
antigens. If lymphocytes bind to self-antigens, they undergo programmed self-
destruction [5]. Cells that survive the maturation period, therefore must not bind
to self-antigens and consequently bind to only nonself-antigens. This selective
process is called negative selection [6].

The collection of lymphocytes as a whole represents the complementary set
of our self cells. Trillions of lymphocyte cells exist roaming around our body
detecting pathogens [5]. The large number is needed so that the system can
model all non-self elements completely. The size of the detector sets thus provide
a measure of completeness, as small sets cannot represent a complete abnormality
model but on the other hand, limited resources enforce a limit on how large the
set should be. A more detailed explanation of the immune system can be found in
[7]. [6], [8] and [9] have investigated the use of immunological concepts in network
security, specifically in intrusion detection systems (IDS). IDS is a system put
in place over a network to detect misuse or anomalies [9] in the network. The
IDS builds an image of self from the normal activities of the network, and treats
anomalies as non-self elements.

3 Proposed Approach

3.1 System Architecture

In the proposed surveillance system, image data was acquired by using a top-
view camera overlooking a room 7 metres long by 7 metres wide. Background
subtraction [2] is initially performed to extract the object and a Kalman filter
[10] is then used to track the object. Examples of isolated objects are shown in
Figure 2. The center of the bounding rectangle is used as the observed position
of the object in the real world.

The use of the centre of the bounding box to represent the position of the
object results in a noisy observation. Since the object width and height determine
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Fig. 1. System Architecture

Fig. 2. Raw frame and its isolated foreground

the centre of the box, an object such as a person standing still but moving his/her
limbs may change the observed positions as the box changes its size. To remedy
this problem, an averaging method is used to smooth the position data. The
number of observations used to calculate the average is termed the window size.
This method results in a reduced amount of detail of the observed object but
smoothes the observed position data.

The overall architecture of the system is shown in Figure 1. The system is
divided into two modules, the training module and the deployment module. The
training module (the top half of Figure 1) involves recording the movements of
the objects (or people) in the room over a period of time. These movements
form the self set which define the normal behaviours in that room. This self set
is then used in the detector generation process.
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Detectors are generated randomly by factories. These random detectors are
then exposed to the self set. If a detector is deemed to match a behaviour in the
self set, then it is discarded. Randomly generated detectors that do not match
the self set are then admitted into the system as mature detectors. This process
closely follows the negative selection algorithm in the immune system.

After training, the system is deployed where it will continually survey moving
objects in a room. If the behaviour of an object is considered by a detector set
to be abnormal, then an alarm is raised.

3.2 Point Detector

We introduce three types of detectors to detect abnormality. An object that is
spatially normal will share the same spatial locality as other normal objects.
For example, people traversing through a room will share one or more multiple
paths, thus these paths define what is normal in that room. If a path is found
to be deviating away from the normal space, then the path is abnormal. A
point detector is a circle on the observed space. The detector triggers if the
object’s observed position falls inside the detector’s circle. Since a point detector
is generated by negative selection, the area bounded by the detector models
abnormal space. Therefore, an object that has entered abnormal space, will
trigger multiple point detectors and raise an alarm for being spatially abnormal.

A visual representation of the naive point detectors after training can be seen
in Figure 3(a). The black arrows represent the tracks of normal people as they
move throughout the room. In this case, abnormal space are the areas that are
not traversed by the people and are already covered by mature detectors. There
is an envelope surrounding each normal track to account for variability in the
behaviours.

3.3 Time Detector

Aside from spatial abnormality, a temporal abnormality occurs when a person
is stationary in one position for a long time. Point detectors cannot raise an
alarm from such behaviours because they do not encode a notion of time. The
second type of detector is able to do so and we termed it a time detector. The
conception and structure of a time detector is similar to a point detector. The
main difference is in the matching rule. A time detector has an additional variable
time limit which maintains a bound as to how long a person can stay inside the
circle bounded by that time detector. If the length of time in which a person
is stationary exceeds the threshold, then the person is considered to have a
temporal abnormality. The length of time that a person has been stationary is
given by how many observed positions share the same spatial locality.

Figure 3(b) shows track where people spend a long period of time being
stationary in the room. These tracks are normal spatially because they traverse
the normal areas shown in Figure 3(a). Although normal in spatial dimension,
they are abnormal temporally because of the long duration of stationary period.
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(a) Normal activities (b) Abnormal temporal
sequences indicated by
grey circles

(c) Abnormal tracks

Fig. 3. Observed tracks in a room

Those periods are shown in grey circles. Figure 3(c) shows a collection of tracks
which are abnormal when compared to Figure 3(a).

3.4 Trajectory Detector

The third type of detector attempts to detect an abnormal behaviour that can
only be detected by observing the direction of the moving object. We term this
detector a trajectory detector and its working is similar to the chain coding
approach. A vector can be drawn from the object’s previous position to the
object’s current position. The major angle that this vector makes to the north
vector, is the direction of the object at that time.

The structure of a trajectory detector is a list of angles. The detector is
deemed to have found a match if this list of angles matches with a sequence of
angles acquired from the object’s trajectories.

This detector is affected by the smoothing process described above. Without
smoothing, the noisy data causes small but many trajectory changes. By having
many trajectory changes, the system becomes sensitive and we expect to have
many false alarms. With the addition of smoothing, small changes in trajectories
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will be removed and therefore we expect to have the rate of false alarms reduced.
However, at larger smoothing levels we will expect a drop in the rate of the
positive alarms due to the reduced track resolution.

4 Experiments

4.1 Discrimination Capability

A series of recordings were taken which consists of people moving in the room
over a certain period of time. The system was first trained with the notion of
self, which were the normal activities in the room. Naive detector sets for the
three types of detectors were generated according to Figure 1. Next, the system
was deployed and exposed to people in the room. In this exposure, 34 sequences
or tracks which are abnormal were presented along with 40 normal tracks for
which the system should not raise suspicion. The experimentation was done first
with the point detectors, and then with time and trajectory detectors. This was
to determine the discriminating performance of the system as more complex
detectors are added. The experiments were also done with varying window sizes,
to test our hypothesis that a small window size will produce many alarms due
to trajectory detectors being too sensitive. Figures 4(a), 4(b), 4(c) shows the
precision and recall values plotted against the window size. The horizontal axis
of the graph indicates increased levels of smoothing. The recall of all detectors
declined when the window size is increased due to the decreased detail available.

The graphs in Figure 4(a), 4(b) and 4(c) show that the recall of the system
(the thicker line) increases as more complex detectors are added. In Figure 4(b),
the recall increased with the added discrimination power of the time detectors.
In Figure 4(c), without any smoothing of data the three detectors successfully
raised an alarm for every abnormal behaviour (100% recall rate). However, there
is a decrease in the recall rates of the three experiments as the level of smoothing
is increased. In the worst case, a large smoothing will cause all tracks to become
straight. Therefore, what is previously an abnormal track is now normal to the
system.

The precision trend among the three graphs also decrease as the smoothing
level increases. The system becomes less precise in raising alarms because of
the reduction in detail of the track. This reduction may add an element of
abnormality to a normal track and vice versa. In Figure 4(c), the precision
first increases and then decreases. The initial low precision rate in Figure 4(c)
is due to trajectory detectors raising false alarms bacause of the noisy data.
As smoothing reduces the noise, the rate of false alarms decreases, increasing
the precision rate. At some point, the precision rate starts to decrease due to
the lost detail as the averaged values no longer reflect the original values. This
is inline with our hypothesis that the trajectory detectors are heavily affected
by the smoothing process. However, an optimal smoothing window size can be
determined from Figure 4(c) and is in the range of 20 to 25. The introduction of
trajectory detectors comes with the expense of a smoothing process being used.



An Immunological Approach to Raising Alarms in Video Surveillance 85

(a) Point detectors performance (b) Point and time detectors perfor-
mance

(c) Point, time and trajectory de-
tectors performance

(d) Size of point detector set

Fig. 4. Experimental Results

However, the tradeoff of losing the resolution of the observation by smoothing is
justified by the increase in the system’s discriminating power.

4.2 Size of Detector Set

An experiment was performed to investigate what is the minimum point detector
set size that can be used without reducing the system performance. In this
experiment, the total area of the space was 250000 units2 and the average area
of a point detector was 706 units2 (detector radius of 5 to 25 units), which
was only 0.20% of the whole space. In each experiment set, the detector size
was increased by 5 units. Next, the system was exposed to 10 abnormal tracks
and 40 other normal tracks to test its capability to raise an alarm. Figure 4(d)
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shows the experimental results. The horizontal axis shows an increasing number
of detectors in the set, while the vertical axis represents the proportion of each
track that is detected by the point detector set, which is the proportion of the
track considered by the set to be abnormal. The system detects a large proportion
of track 0 to 9 to be abnormal. The proportion of abnormality detected increases
as the detector size becomes larger. However, after a size of 600 the proportion
detected stays constant. Therefore, we can safely set the minimum point detector
size to be 600, since larger sets do not add to the discrimination power in this
data set. This is a very small size considering that a single detector only covers
0.20% of the total space. This stems from the fact that cross reactivity and the
multi reactivity of the detectors can provide sufficient detection [7].

5 Conclusions

The paper has shown that applying immune system concepts such as negative se-
lection provides a useful solution for abnormal activity detection. Although only
three types of abnormal detectors were examined, more complex detectors which
take into consideration the context of the room deserve further investigation and
may reduce the rate of false alarms.
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Abstract. We propose and describe a novel video capturing system
called Sat-Cam that can observe and record the users’ activity from
effective viewpoints to negate the effects of unsteady mobile video cam-
eras or switching between a large number of video cameras in a given
environment. By using real-time imagery from multiple cameras, our sys-
tem generates virtual views fixed in relation to the object. The system
consists of a capturing and segmentation components, a 3D modeling
component, and a rendering component connected over a network. Re-
sults indicate that a scene rendered by Sat-Cam provides stable scenes
that help viewers understand the activity in real time. By using the 3D
modeling technique, an occlusion problem in object tracking is solved,
allowing us to generate scenes from any direction and zooming in/out
condition.

1 Introduction

With the progress of communication technology, many systems are being devel-
oped to share experience or knowledge and interact with other people [1,2,3,4].
As the proverb goes –“a picture is worth a thousand words” – we can understand
most of other people’s activities by watching their videos. In this paper, we pro-
pose a novel video capturing system called Sat-Cam that can observe and record
the users’ activity from effective viewpoints. Applications of this technology ex-
tend to surveillance, remote education or training, telecommunication, and so on.

There are two typical approaches to capturing visual information of working
records. As illustrated in Figure 1(left), the first one is to use a head-mounted
or mobile camera attached to users [3][4][5][6]. This approach can easily record
all activities the user performs with the minimum amount of data (i.e., single
video stream). However, when a user, who does not have same context as the
captured user, tries to understand his/her experiences by watching the video,
the mobile camera may cause the user inconvenience, because the video data
is captured from a subjective viewpoint. For example, the sway of the camera
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Fig. 1. Approaches to capturing visual information of user’s activities

leads to viewers becoming confused; moreover, it is difficult for third parties
to understand the scene from the camera since the movement of the user itself
cannot be observed.

The second approach, which is illustrated in Figure 1 (center), is to use cam-
eras fixed in an environment. Since the cameras always provide objective and
stable visual information, it is easier for third parties to understand them. How-
ever, an enormous amount of useless video must be captured to cover the whole
area at all times. To determine the best situation for observing the activities,
we have to switch between multiple videos. By increasing the number of captur-
ing cameras, this switching-monitoring operation sometimes exceeds a human’s
processing ability.

To overcome the above problems, we propose the Sat-Cam system, is illus-
trated in Figure 1 (right), which is a method for capturing a target object from
a bird’s-eye view. The system generates virtual views fixed relative to the object
by reconstructing its 3D model in real time. The scene rendered by Sat-Cam
provides stable scenes of minimal area for understanding the user’s activity,
making it easier for third parties to understand. The proposed system requires
higher computational cost than conventional approaches do. Therefore, we ap-
plied and proposed efficient segmentation and modeling algorithms for real time
processing.

In the next section, we provide an overview of the Sat-Cam system. Section
3 then describes the detailed algorithms used in the system. Section 4 shows the
experimental set up and result, and finally, we draw conclusions in Section 5.

2 Sat-Cam System

Figure 2 shows the concept of Sat-Cam. CV (Computer Vision)-based 3D video
display systems have become feasible with the recent progress in computer and
video technologies, and indeed several systems have been developed[7][8]. As
“Sat-Cam” stands for “Satellite Camera,” the system aims to capture the visual
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Fig. 2. Overview of Sat-Cam System

information of working records by a virtual camera that orbits the target user,
employing a 3D video processing technique. Since the virtual camera always tags
along with the user, it can record all activities the user performs as a single video
stream. When Sat-Cam’s point of view is set to look down on the target space
like a satellite, the captured video can be easily understood by third parties.
One of the most important features of this system is that it works in real time.
If we generate the Sat-cam video in the post-process, it is necessary to record
enormous amounts of environmental video data.

3 Algorithms of the Proposed Method

This section describes in detail the algorithms used by the system. The system
comprises three sub-systems: object segmentation in capturing PCs, 3D model-
ing in a 3D modeling server, and rendering virtual views in a rendering PC.

When target objects are captured by cameras, each capturing PC segments
the objects and transmits the segmented masks to a 3D modeling server. The
modeling server generates 3D models of the objects from the gathered masks,
and tracks each object in a sequence of 3D models scenes. The 3D model, object
ID (identification) and 3D position of the objects, are sent to a rendering PC
via a network, and finally, the rendering PC generates a video at the designated
point of view with the 3D model and texture information from cameras.

3.1 Object Segmentation

Real-time object segmentation is one of the most important components of the
proposed system, since the performance of the segmentation decides the quality
of the final 3D model.

We realized the object segmentation of color images based on Chien’s [9] and
Kumars’ [10] algorithms using background subtraction and inter-frame differ-
ences. At first, the background is modeled with minimum and maximum inten-
sities of the input images which are low-pass filtered to eliminate noise. Then, the
frame difference mask is calculated by thresholding the difference between two
consecutive frames. In the third step, an initial object mask is constructed from
the frame difference and background difference masks by the OR process. Forth,
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Fig. 3. 3D modeling with the shape-from-silhouette technique

we refine the initial mask by a closing process and eliminate small regions with a
region-growing technique. Finally, in order to smoothen the objects’ boundaries
and to eliminate holes inside the objects, we applied Kumar’s profile extraction
technique[10] from all quarters.

If the target space has poor or unstable illumination, thermal cameras can
be used. In this case, the segmentation process is much simpler than for color
images since a human object is brighter than the background. However, using
thermal cameras will increase the expenses of the system, so it can be used as an
option. We make an initial mask by thresholding with the intra-variance from
the mean of the thermal scene.

The final segmented mask is converted into binary code and transmitted to
the modeling server via UDP (User Datagram Protocol).

3.2 3D Modeling

The transmitted binary segmented images from the capturing PCs are used
to reconstruct a 3D model of the objects. The modeling PC knows projection
matrices of all cameras because they were calibrated in advance.

We use the shape-from-silhouette technique to reconstruct a 3D model as
shown in Figure 3 [11]. The check points M(X, Y, X) in 3D spaces are projected
onto multiple images In with the following equation, where Pn is a projection
matrix of a camera Cn;

(u, v, 1)T = Pn(X, Y, Z, 1)T (1)

If all projected points of M are included in the foreground region of multiple
images, we select the point as inside voxel of an object.

Testing all points in a 3D model is, however, a very time-consuming process
and results in heavy data. Therefore, we used an octree data structure for mod-
eling. For each voxel of a level, 27 points (i.e., each corner and the centers of
edges, faces and a cube) are tested. If all checking points are either included in
or excluded from an object, the voxel is assigned as a full or empty voxel, respec-
tively. Otherwise, the voxel splits into eight sub-voxels and is tested again at the
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Fig. 4. Octree structure

next refinement level. Figure 4 shows the structure of the octree. Its structure
dramatically reduces the modeling speed and the amount of data.

After the modeling process, the server performs object tracking in the model.
It is very difficult, however, to track in the 3D model in real time; therefore, we
perform the tracking in the 2D plane.

We assume that ordinary objects (human) have a constant height (e.g., 170
cm), and extract a 2D plane model by slicing the 3D model at a lower height
(e.g., 120 cm). Then, we grow and label the regions on the plane model. By
tracking the center of each labeled region in a series of model frames, we can
identify and track each object.

Finally, modeling parameters, 3D positions of objects with ID numbers, and
node information of an octree model are transmitted to the rendering part.

3.3 Virtual View Rendering

In the rendering part, the received 3D model is reconstructed and the virtual
view of Sat-cam is synthesized. When the octree information is received, it recon-
structs the 3D model by decoding the node information and inserts the model
at the correct position in 3D space. The transmitted data from the modeling
server also includes 3D position information and object IDs of any objects. The
rendering PC requests texture information an objects to capturing PCs, and
performs texture mapping onto the reconstructed 3D model.

However, the resolution of our 3D model is not sufficient for a simple (1-
on-1) texture mapping method because we place real-time processing ahead of
reconstructing a fine 3D model so that the octree method describes the 3D model
with several levels of resolution. Our system employs the “Projective Texture
Mapping Method” to solve this problem [12]. This mapping method projects
the texture image onto the 3D objects as if a slide projector. Consequently, the
resolution of the texture image is retained during the texture mapping process,
regardless of the resolution and shape of the mapped 3D model. Moreover, this
method is implemented as OpenGL functional libraries; it is possible to take
advantage of a high-speed graphic accelerator. By merging the working space
(background), which is modeled in advance, a complete 3D model of the working
space and object is reconstructed.
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Fig. 5. Configuration of our pilot Sat-Cam System

Finally, the rendering PC generates scenes at the viewpoint requested by a
user. This system provides the following two modes to control the viewpoint of
a virtual camera.

Tracking mode: In this mode, the virtual camera observes the object from
a position above and behind the user. The direction of the object should be
known in order to control the pan and the tilt value of the virtual camera. We
assumed that the direction toward which an object moves is the same to its front
direction. The direction of movement is estimated by tracking a global path of
objects from the movements in the previous consecutive frames. While the object
is moving, this controlling mode is applied.

Orbiting mode: We can make the virtual camera go around the object like
a satellite when the target object stops in one position. Thus, orbiting mode
makes it possible to observe the blind (self-occluded) spots.

4 Implementation of Sat-Cam System

As shown in Figure 5, we have implemented a distributed system using eight PCs
and six calibrated cameras (three SONY EV-100 color cameras and three AVIO
IR-30 thermal cameras). The systems are realized with commercially available
hardware. Six portable Celeron 800-MHz PCs are used to capture the video
streams and segment objects. The segmented information is sent via UDP over
a 100-Mb/s network to the modeling PC. The modeling and rendering PCs
have Pentium-4 CPUs, and GeForce-4 FX5200 and Quadro FX1000 graphic
accelerators, respectively.

The segmentation information from each camera has a resolution of 180×120
and the 3D space has a resolution of 256 × 128 × 256 on a 2cm voxel grid. It
covers an area of about 25m2 areas and 2.5m height. We set up some parameters
in the segmentation process as follows: 5 as a threshold for frame difference, 100
for the smallest region size, 5 for elasticity to make silhouette.

Table 1 shows a run-time analysis with our algorithm. The times listed are
average times for a single target to exist in a working space. The bottleneck
in the system is the 3D modeling process, since it is performed in 3D space.
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Table 1. Run-time analysis (msec)

Segmentation 3D Modeling Rendering
Function Time Function Time Function Time
Capturing 66.15 Receiving 0.23 Receiving 0.31
Segmentation 2.44 Initialization 32.70 Capturing
Closing 1.35 3D Modeling 85.29 Texture 67.02
Elimination 5.28 Labeling 1.76 Rendering 85.70
Silhouette 7.48 Tracking 0.17 Flushing 0.04
Transmission 0.95 Transmission 1.84
Total 83.65ms Total 121.99ms Total 103.07ms
Frame/sec 11.95f/s Frame/sec 8.20f/s Frame/sec 9.70f/s

Fig. 6. 3D modeling results: the upper row is the result of segmentation process with
using thermal cameras; the lower row is the result with using color cameras. The
reconstructed 3D model is shown in the rightmost cell.

Fig. 7. Rendered scenes by Sat-Cam

However, the frame rate of the whole system shows about 10 frames per second,
though it depends on the complexity of the objects.

Figure 6 shows snapshots of segmented images and a constructed 3D model.
Generally, thermal cameras provide more reliable segmented information. There-
fore, we assigned higher priority to the information from thermal cameras, this
priority can be adjusted since their reliability may decrease in the case where
people put on warm clothes. The rendered scene from a rendering PC is shown
in Figure 7.
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5 Conclusions and Future Works

We proposed a novel video capturing system called Sat-Cam that can observe
and record the users’ activities from effective viewpoints to negate the effects of
unsteady mobile video cameras or switching between a large number of videos in
a given environment. By using real-time imagery from multiple cameras, the pro-
posed system generates virtual views fixed in relation to the object. The system
provides stable scenes that enable viewers to understand the user’s activity in
real-time. However, we should solve several problems on realizing Sat-Cam, e.g.
how to keep the image quality of rendered objects (especially when the Sat-Cam
comes in the middle of two real cameras), how to cope with invisible areas when
viewers try to see the area, etc. In future works, we will consider evaluating the
Sat-Cam’s usefulness for sharing life-log information between users.
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Abstract. Image change detection plays a very important role in
real-time video surveillance systems. To deal with the illumination,
a category of linear algebra based algorithms were designed in the
literature. They have been proved to be effective for surveillance
environment with lighting and shadowing. In practice, other than
illumination, the detecting process is also influenced by the noises of
cameras and reflections. In this paper, analysis is made systemically on
the existing linear algebra detectors, showing their intrinsic weakness
in case of noises. In order to get less sensitive to noises, a novel
method is proposed based on the technique of linear approximation.
Theoretical and experimental analysis both show its robustness and
high performance for noisy image change detection.

Keywords: Video surveillance, change detection, linear algebra.

1 Introduction

It has been a long-time studied topic in computer vision to detect changes in im-
ages taken at the same scene but at different times by a static camera. It serves
as the basis of a large number of applications including video surveillance, med-
ical diagnosis, civil infrastructure and so forth. However, varying illumination
conditions, shadows, reflections and the noises of cameras make the veracious
and robust detection a hard work. If the algorithm is not well designed, these
influences will lead to false alarms, even when there are no changes at all.

In the past twenty years, many approaches have been proposed for image
change detection. In [1], the calculation of changes between two images was per-
formed on predefined sliding windows over each pixel. A statistical description
of the ensemble of pixels was given and the decision about the change was made
by statistical hypothesis test. Similar methods based on likelihood ratio tests
� This work was performed at Microsoft Research Asia.
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were developed in [2] and [3]. Hsu et al. [4] fit the intensity values in each slid-
ing window to a polynomial function of the pixel coordinates, and compared
different likelihood tests using constant, linear and quadratic models. The poly-
nomial model used in [4] was further extended to be illumination-invariant by
introducing the partial derivatives on the quadratic model [5]. Besides, many
other methods were also proposed in the literature. Among these methods, a
series of linear algebra based approaches [6,7] attracted great attention because
they are illumination-invariant. This is an important improvement as compared
to the previous solutions. However, as analyzed in the following sections of this
paper, the performance of these algorithms drops significantly in cases of noises.
As we know, in practical environments, there always exist additive noises in the
images. So it is a must for a practical change detection algorithm to be robust to
noises. To tackle this problem, we proposed a novel method based on linear ap-
proximation. Theoretical analysis and experiments both show that this method
outperforms the previous linear algebra based methods greatly in case of noises.

The rest of this paper is organized as follows. In Section 2 the general theories
of linear algebra based image change detectors are described and the noise anal-
ysis is made. In Section 3 the new method is presented. Experimental results are
discussed in Section 4. Then the conclusion remark is drawn in the last section.

2 Noise Analysis on Existing Linear Algebra Methods

As mentioned above, there have been several change detection techniques em-
ploying linear algebra in the literature. Almost all of them are closely related to
the shading model [5] and working with the concept of linear dependence. The
basic idea is that if there is no change, the pixel intensities in the current and
the reference images should be linear dependent in spite of the illumination. In
this sense, when there is no noise, different algorithms are equivalent. However,
the situation may change when noises exist. To make it clear, in this section, we
will focus on the theoretical analysis of such algorithms’ performance by taking
noise into consideration.

2.1 Shading Model

In the shading model, the intensity F (x, y) of a pixel(x, y) can be modelled as
the product of the illumination I(x, y) from the light sources and the reflectance
coefficient R(x, y) of the object surface [8]:

F (x, y) = I(x, y)R(x, y). (1)

Such a model covers most of the influences mentioned in the introduction:
illumination, shadowing and reflection. By applying it to both the current and
the reference images, we have,

Fr(x, y) = Ir(x, y)Rr(x, y), Fc(x, y) = Ic(x, y)Rc(x, y), (2)
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where r and c represent the reference and current images respectively. Since
the reflectance coefficient depends only on the physical structure of the object
surface, Rc(x, y) and Rr(x, y) should be equal for the same pixel. Then we have:

Fc(x, y)/Fr(x, y) = Ic(x, y)/Ir(x, y) = k(x, y). (3)

When working on a small area, it is reasonable to approximate that the
illuminations Ic(x, y) and Ir(x, y) are independent of the pixel positions (x, y).
Accordingly k(x, y) will become a constant. In other words, Fc(x, y) and Fr(x, y)
are linear dependent. That is just the key point of the shading model.

2.2 Linear Dependence Models

In the linear dependence detector (LDD) proposed by Durucan and Ebrahimi [6],
a vector model as illustrated in Fig. 1 was used: a center pixel and its neighbors
form a sliding window, and then the center pixel is represented by a vector made
up of all pixels in the window. The windows usually take a size of 3 × 3, 5 × 5,
7×7 or 9×9. For the example shown in Fig. 1, the vector representation of pixel
x5 is X = (x1, x2, ..., x9)T .

Fig. 1. A central pixel and its neighbors are illustrated on the left and its substituted
vector is illustrated on the right.

More generally, let xi denote the intensities of the pixels in the sliding window
of the reference image, and yi denote those of the pixels in the corresponding
window of the current image. Then the vector representations are X = {xi, i =
1, 2, ..., n} and Y = {yi, i = 1, 2, ..., n} respectively. As indicated by the shading
model, if there is no change, X and Y are linear dependent. Accordingly, it
is easy to prove that the variance σ2 in the sliding window expressed as below
should be zero.

σ2 =
1

n − 1

n∑
i=1

[ yi

xi
− μ
]2

, μ =
1
n

n∑
i=1

yi

xi
. (4)

Following this work, many other test criteria for linear dependence were also
proposed. For instance, in [7] the criterion is designed on top of the determi-
nants of Wronskian matrices (we call it Wronskian detector in the following
discussions). If there is no change, no matter with or without illumination, this
test should be some constant k0(k0 −1) (see Section 2.3 for the definition of k0).

W =
1
n

n∑
i=1

y2
i

x2
i

− 1
n

n∑
i=1

yi

xi
. (5)
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2.3 Noise Analysis

Although the above linear dependence based methods are expected to give illu-
mination invariant change detection results, this is only true when no noise is
present. In practical situations, the digital images are usually interfered by the
noises of cameras and reflections. In such cases, as shown below, these algorithms
will encounter problems.

Here we use a popular noise model, in which the noise has additive Gaussian
distribution. When there is no change, the image intensities can be written as:

X = S + δ1, Y = k0S + δ2, (6)

where S denotes the vector of the underlying image which is not affected by
noise, and k0 is a scalar factor representing the linear dependence. δ1, δ2 are
two noise vectors in which the distribution of each element is N(0, σ2

d)(i.i.d). By
working out S from the first equation in (6) and substituting it to the second
one, we can get the following model:

Y = k0X + ε, ε = δ2 − k0δ1, (7)

where ε = (ε1, ε2, ..., εn)T is the combined noise vector in which the distribution
of each element is N(0, σ2

s) (i.i.d). Substitute the first equation of (7) to (4),
there flows:

μ∗ = k0 +
1
n

n∑
i=1

εi

xi
; (8)

(σ∗)2 =
1

n − 1

n∑
i=1

[ yi

xi
− μ∗

]2
=

1
n − 1

[ n∑
i=1

ε2i
x2

i

− 1
n

( n∑
i=1

εi

xi

)2]
. (9)

As the elements of ε are independently identically distributed, there holds:

E[εiεj ] =
{

E[εi]E[εj ] = 0, i �= j
E[ε2i ] = σ2

s , i = j
(10)

Hence, the expectation of (σ∗)2 is:

E[(σ∗)2] =
1

n − 1

[ n∑
i=1

E[ε2i ]
x2

i

− 1
n

E[
( n∑

i=1

εi

xi

)2
]
]

=
σ2

s

n

n∑
i=1

1
x2

i

. (11)

Similar noise analysis can be done to the criterion of the Wronskian detector
(WD) and its expectation is:

E[W ∗] = k0(k0 − 1) +
σ2

s

n

n∑
i=1

1
x2

i

. (12)

From the above derivations, we could find that even if there is no change,
the expectations of the test criteria used in LDD and WD vary along with the
image attributes and the noise variances. As a result, it is difficult to select a
reasonable threshold. Most likely, the selection can only be done empirically and
adaptive to different images. To tackle this problem, an unbiased criterion is
required. In order to do that, we propose a new method in the next section,
where the technique of linear approximation is adopted.
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3 Linear Approximation Detector (LAD)

3.1 The Proposed Method

For the purpose of applying linear approximation, an assistant plane is used with
an orthogonal coordinate system. The components of vectors X and Y are reor-
ganized as points (x1, y1), (x2, y2), ..., (xn, yn) in the assistant plane. Considering
that the above n points might coincide with each other, an extra helper point
(x0, y0) = (0, 0) is added to the points set. The linear approximation of these
points is calculated using least square algorithm [9], the corresponding result
line of which is as below,

y = kx + b; (13)

k =
[
(n + 1)

n∑
i=0

xiyi −
n∑

i=0

xi

n∑
i=0

yi

]/[
(n + 1)

n∑
i=0

x2
i −
( n∑

i=0

xi

)2]
; (14)

b =
1

n + 1

[ n∑
i=0

yi − k

n∑
i=0

xi

]
. (15)

Following the idea of shading model, if there is no change, vectors X and Y
should be linear dependent. That is, we could use b as a test criterion: there is
no change when |b| = 0; otherwise, a change is detected. We call the proposed
method as linear approximation detector (LAD).

3.2 Noise Analysis

When the same noise exists as described in section 2.3, we could get the following
derivations (the details are removed due to limitation of the paper length).

k∗ = k0 + (n + 1)
n∑

i=0

xiεi

/[
(n + 1)

n∑
i=0

x2
i −
( n∑

i=0

xi

)2]
; (16)

b∗ =
1

n + 1

[ n∑
i=0

(k0xi + εi) − k∗
n∑

i=0

xi

]
(17)

=
n∑

i=1

xiεi

[ n∑
i=1

xi

/(
(n + 1)

n∑
i=1

x2
i −
( n∑

i=1

xi

)2)]
. (18)

We could further get the conclusion that the expectation of the criterion
b∗ is zero and it can be hardly affected by both the noise and the local pixel
intensities.

E[b∗] =
n∑

i=1

xiE[εi]
[ n∑

i=1

xi

/(
(n + 1)

n∑
i=1

x2
i −
( n∑

i=1

xi

)2)]
= 0. (19)

In this sense, the proposed LAD algorithm will be more robust to noise than
the aforementioned LDD and WD methods. This does make sense because in
fact the noise always exists. And for some practical cases, especially when the
environment is dark, the influence of the noise is much more significant.
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4 Experimental Results

In our experiments, the algorithms of LDD, WD and LAD were implemented on
the frames of PETS2001 1. The size of the original color images in CAMERA1 is
768 × 576 pixels. We convert them to gray images and resize them to 384 × 288
pixels. For the experimental settings, we used a fixed sliding window of size 7×7.

Firstly, we tested the algorithms’ performance on detecting changes between
real images. Fig. 2(a) is the reference image (FRAME 0001), and Fig. 2(b) is
the current image (FRAME 1220, where the car in the street corner moves back
a little and an extra car moves in). Fig. 3(a) to (c) are the detection results by
LDD, WD and LAD respectively. From these results, we can see that LDD and
WD lead to some false alarms, while LAD can well wipe off these influences.
However, the objects detected by LAD are a bit smaller than their actual sizes
due to the operation of linear approximation.

Secondly, we would like to test the illumination sensitivity of the above al-
gorithms. Fig. 2(c) is gained by adding illumination artificially to Fig. 2(b) with
the scalar factor k0 increasing gradually from the rightmost column (k0 = 0.9) to
the leftmost column (k0 = 1.3). The change detection results between Fig. 2(a)
and Fig. 2(c) are shown in Fig. 3(d) to (f). From them, we can see that all of
these three algorithms are illumination-invariant. This is just the design purpose
of utilizing linear algebra.

Thirdly, we examined the detectors’ performance with camera noises added.
For this purpose, we generate Fig. 2(d) by adding zero-mean Gauss noises to
Fig. 2(b). Fig. 3(g) to (i) show that the noises are sensitively detected as moving
objects by LDD and WD, while LAD successfully wipes off the influence of the
noises.

Fourthly, we enumerated different thresholds for LDD, WD and LAD algo-
rithms and got the recall -precision curves by comparing the detection results to
the manually labelled ground truth in Fig. 4(a). The recall and precision are
calculated as:

recall = D/(D + M), precision = D/(D + F ), (20)

where D, M , and F denote the pixel numbers of the accurate detections, the
missed detections and the false alarms respectively. Fig.4.(b) tells us that LAD
outperforms LDD and WD by much in most of the cases. For example, when
the precision is 80%, LAD resulted in 50% higher recall than LDD and WD.

Lastly, we fixed the thresholds for each algorithm and got the F1-noise curves
by changing the variance of the added Gaussian noises from 0 to 10, where F1
is defined as:

F1 = 2 × (recall × precision)/(recall + precision). (21)

We can see from Fig. 4(c) that the F1 curves of LDD and WD drop quickly
when the noises become heavier. However, the curve of LAD is not influenced
much by the noises, indicating to some extend that LAD is quite robust to noises.
1 http://peipa.essex.ac.uk/ipa/pix/pets/PETS2001/DATASET1/TRAINING/
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Fig. 2. Test images used in the experiments.

Fig. 3. Detection results of LDD, WD and LAD algorithms (here we manually
adjusted the threshold to get best compromises between recall and precision).

(a)Ground truth (b)recall -precision curves (c)F1-noise curves

Fig. 4. The ground truth, recall-precision and F1-noise curves for LDD, WD and LAD.
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5 Conclusion

This paper introduces a new linear algebra based approach for image change
detection by adopting the linear approximation technique. All linear dependence
based methods in the paper are analyzed theoretically with a popular noise
model, which shows that the proposed method can avoid the intrinsic weakness of
the other congener methods. Experimental results also verify that the proposed
algorithm is much more robust to camera noises and reflections than other linear
algebra based methods.
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Abstract. Measuring the similarity between 3D models is a very impor-
tant problem in 3D model retrieval. A challenge aspect of this problem
is to find a suitable shape descriptor that can grasp the feature of 3D
model. In this paper, Geometric Feature Map of 3D model based on
phase-encoded range-image is proposed. This map contains the informa-
tion about the surface normal of the model and the area proportion of
the planar surface of the models .From the local map of model at every
possible rotation, we can obtain a global map of the model. The simi-
larity calculation between 3D models is processed using a coarse-to-fine
strategy,the similarity calculation is fast and efficient. The experimenta-
tion result shows that our method is invariant to translation , rotation
and scaling of the model and agree with general human intuition, and
particularly useful for classification of 3D models.

1 Introduction and Related Work

Recent development in modelling and digitizing techniques has led to an in-
creasing accumulation of 3d models. So, the problem of matching 3D models has
become the recent focus of research efforts. The feature extraction of 3D model
is the fundamental problem in similarity matching. There are many techniques
for shape matching and feature extraction. Mahmoudi et al. (see [1,2,3 and 4])
use curvature distribution as the feature of 3D models, some good results have
been provided for uses such as 3D shape pose estimation, however, the curva-
ture is sensitive to noise and small undulation on the model surface and the
choice of the number of views(see [1]) which characterize a 3d model is a prob-
lem too. Novotni M et al.(see [5]) propose a specific distance histograms that
define a measure of geometric similarity of the inspected objects, this technique
is limited to the specific applications, and inadequate for a general 3D shape
search. Hilaga et al. (see [6]) use reeb graph based on geodesic distance which
represents the topology of the model for 3D model matching, however, the reeb
graph doesn’t cover full geometric information and the topology of the graph is

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 103–110, 2004.
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dependent on the choice of interval size, simultaneously, the geodesic distance is
unsuitable for all 3D models. Osada et al.(see [7]) propose a continuous proba-
bility distribution as shape signature for 3D model based on the shape functions
such as the angle between 3 random points on the surface , the advantage of
this method is that no complex feature extraction is necessary, and robust to
small perturbation on the model boundary. However, such distributions do not
grasp the intrinsic features of the model since it use the surface feature of the
model instead of the volume feature of the model. Ohbuchi et al. (see [8]) use
a combination of three vectors ( such as the moment of inertia , the average
distance of the surface from the axis and the variance of distance of the surface
from the axis ) as the feature of the model, the experiment results show that
this method is more suitable for the symmetric models . This paper proposes
a method called geometric feature map based on phase-encoded range-image of
3D models. It is invariant to the translation and rotation of 3D model. Principal
component analysis (PCA) is firstly used to find a best view line, from which
the Initial Position Model (IPM) is obtained (see Figure 1), then resampling the
IPM to the range image. we encode the range image as phase, a planar surface
of 3D model will become a linear phase factor, then, the Geometric Feature Map
(GFM) of the model is obtained by the Fourier transform of the phase-encoded
range-image. For every possible rotation of the model based on the IPM, the
corresponding GFM can be obtained, so, a unique feature map of the model is
defined. Experimentation result shows our method is suitable for coarse-to-fine
matching of 3D models.

2 Feature Extraction

3D models are usually given in arbitrary units of measurement and in unpre-
dictable position and orientations in 3D-space. In order to find the best matching
of two models, three steps are needed: (1). Find the best view line and reduce
the consume of 3D model retrieval. This step ensures that the initial range image
from the given best view line is obtained. The Modified Principal Component
Analysis is firstly applied to change the coordinate system axes to the new ones
which are consistent with the three large spreads of the vertex distribution, to
find the best view line which defines the z axis. (2). Fourier transform of phase-
encoded range-image. This step ensures that the extracted feature is invariant to
the translation of the model. The range image of the model is firstly encoded as
phase, after phase encoding, Fourier transform of the range image is only relevant
to the orientation of the normal of the planar surface. (3). Fourier transforms
under limited rotation of models. This step ensures that the extracted feature is
invariant to the rotation of the model. The IPM from the given best view line is
continuously rotated around a few regular orientations, then the corresponding
phase-encoded range-images are obtained, the corresponding Fourier transforms
are calculated.
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2.1 Find the Best View Line

Let P = {p1,p2, ...,pi, ...,pn} be the set of the vertices of the given polygon
model, here, pi ∈ R3, i = 1, 2, ..., n, and n is the number of vertices. A symmetric
and real covariance matrix M is defined as:

M =
1
n

n∑
i=1

pi ∗ pT
i (1)

Here, pT
i is the transpose of pi. Find the three eigenvalues of matrix M and sort

them in decreasing, then a transform matrix Mt is got by three feature vectors
corresponding to three eigenvalues. The first principal component accounts for as
much of the variability in the data as possible, and each succeeding component
accounts for as much of the remaining variability as possible. That means, the
first feature vector corresponding to the maximum eigenvalue represents the
orientation of x axis in the new coordinate frame, the second feature vector
corresponding to the middle eigenvalue represents the orientation of y axis, and
the third feature vector corresponding to the minimum eigenvalue represents the
orientation of z axis. Here, z axis is defined as the best view line. Finally, we
apply the matrix Mt to transform the original position and orientation of 3D
model to the new ones pni:

pni = Mt ∗ pi (2)

See Figure 1, the left plane is the original model before PCA, the right is the
IPM from the best view line after PCA. In Figure 1, z axis is defined as the best
view line. In 3D model retrieval, the IPM of the given model is firstly used as the
searching key, in order to get better searching results, a coarse-to-fine strategy
is used.

Fig. 1. The original model and the Initial Position Model

2.2 Fourier Transforms of Phase-Encoded Range Image

When resampling a model to the range image z = f(x, y),some parts of the
model may be hidden in the image,here,only the points whose z-value is bigger
than zero are preserved. The range image contains the depth information of the
model. Firstly, we encode the range image as phase as the following equation:
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Fig. 2. the range image of the cube and the Fourier transform and the Fourier trans-
form of phase-encoded range image

Fig. 3. the definition of the normal of the surface

ph(xk, yk) = exp(iwf(xk, yk)), k = 1, 2, ..., n (3)

Here,n is the maximum sampling frequency, w is a parameter that adjusts the
phase slope of the model. In this paper we assume w = 1. The Fourier transform
of the phase-encoded range image(phFT) phFT(uk, vk) is:

phFT(uk, vk) = F2D(exp(if(xk, yk))) (4)

F2D represents two dimensional Fourier transform. See Figure 2, the left is the
range image of a cube , where, only three surfaces are visible, the middle is the
Fourier transform of the range image,the right is the phFT of the range image,
where, the three peaks represents three visible surfaces of the cube. As shown
in Figure 3, the orientation of the normal n of the planar surface ABC can be
defined by two angles (θ, φ),so, we can describe (uk, vk) as the following:

(uk, vk) = (
tan(φk)

2π
,

tan(θk)
2π cos(φk)

) (5)

Finally, we have:
phFT(uk, vk) = phFT(θk, φk) (6)
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From Figure 2 and equation (6), we know the Fourier transform of the phase-
encoded range image is dependent on the orientation of the normal of the planar
surface of the model, and independent of the position of the model.

Fig. 4. the orientation of the rotation of the model

2.3 Fourier Transforms Under Limited Rotation

If the full 3D views of the model from arbitrary view line are known, we can
calculate the phFT for any possible orientation. This makes it possible to obtain
a global feature information about the normals for all possible angles in a single
image by displacing and pasting the phFT expressed in spherical coordinates.
3D model matching will be invariant to not only the translation of the model
but also the rotation of the model. In order to obtain the full information of
the model under arbitrary orientation, we continuously rotate the IPM around
the two directions (see Figure 4): one is around φ direction at 30 degree steps
(φ is from 45 degree to 135 degree), the other is around the θ direction at 30
degree steps(θ is from 0 degree to 180 degree). The new model after rotating Q
is described as the following:

Q = {q1, q2, ..., qi, ..., qn}, i = 1, 2, ..., n (7)

qi is the new vertex of the model point pi after rotating:

qi = R(φ) · R(θ) · pi (8)

where, R(φ) and R(θ) are the rotation matrices around φ and θ orientation
respectively.

R(φ) =

⎡⎢⎢⎣
1 0 0 0
0 cos(φ) − sin(φ) 0
0 sin(φ) cos(φ) 0
0 0 0 1

⎤⎥⎥⎦ (9)

R(θ) =

⎡⎢⎢⎣
cos(θ) 0 sin(θ) 0

0 1 0 0
− sin(θ) 0 cos(θ) 0

0 0 0 1

⎤⎥⎥⎦ (10)
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Fig. 5. The range images and the corresponding phFTs from the different view lines

After rotating, different orientation range images are obtained. Figure 5 shows
the part of the range images of the model at all possible rotational orientation
and the corresponding phFTs. This assures that the information of the model
under any view line is obtained.

3 Similarity Measurement

Similarity among a pair of models is computed as the distance between their
corresponding phFTs. The Euclidean distance is very common distance function
for high-dimensional feature vectors, where the individual components of the
feature vectors are assumed to be independent from each other, and no relation-
ships of the components maybe regarded. In our algorithm, we emphasize the
relationship between the two components, and avoid the shortcoming of the clas-
sic Euclidean Distance. The modified Euclidean distance d between two vectors
x and y can be computed by using the following equation:

d2
A(x,y) = (x − y) · (A) · (x − y)T =

n∑
i=1

n∑
j=1

aij(xi − yi)(xj − yj) (11)

here, A is a similarity matrix where the components aij of the matrix A represent
the similarity of the components i and j in the underlying vector space ,and
aij can be calculated by using the formula aij = exp−σ·d(i,j), the parameter
σ controls the global shape of the similarity matrix. In our experiments, the
distance D between any two models is:
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D =
1
n

n∑
i=1

di (12)

where, di represents the modified Euclidean distance between the correspond-
ing phFT from the same view line for every pair of compared models, which
can be computed by equation (11). The similarity between two 3D models
Score Similarity (score Similarity ∈ [0, 1])is described as the following:

Score Similarity = 1 − D (13)

4 Experiment Results

For the experiment, we used 220 3DS models which were collected from the In-
ternet. In this case, in order to reduce the computation cost, the two steps are
needed: 1. The phFTs of the IPMs for each of the 220 models are obtained in
advance. One model is selected as the search key from the 220 models, the sim-
ilarities between the search key and the other remaining models are calculated,
and the models are sorted according to the resulting similarity. 2. The phFTs
at all rotational orientation of the resulting models from the first step and the
search model are calculated. Some example results of the experiment are shown
in Figure 6. The selected model is shown as the key and the models returned
with the highest similarities are shown under searched models. 220 models are
classified into 30 categories.The experiment results show that the method based
on phFT can accurately identify models, especially not be influenced by the rota-
tion ,translation, scaling and simplification of the model.The similarity matching
agrees with general human intuition.

Fig. 6. Results of the search experiment
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5 Discussion

In this paper, we presented a new technique called Geometric Feature Map
based on phase-encoded range image. The experiments indicate that our method
provide a fast and efficient computation of the similarity between models and
provides results that agree with human intuition. Currently, the similarity mea-
surement between two models are calculated one by one according to the corre-
sponding a series of range images. In the future, we expect the spherical Fourier
transforms will be used to extract the features of the models, which can over-
come the shortcoming of 2D Fourier transform and improve the accuracy of the
extracted features from the models and the speed of the similarity matching
between two models.
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Abstract. In repeated pattern analysis, peak number detection in au-
tocorrelation is of key importance, which subsequently determines the
correctness of the constructed lattice. Previous work inevitably needs
users to select peak number manually, which limits its generalization to
applications in large image database. The main contribution of this pa-
per is to propose an optimization-based approach for automatic peak
number detection, i.e., we first formulate it as an optimization problem
by a straightforward yet effective criterion function, and then resort to
Simulated Annealing to optimize it. Based on this approach, we design
a new feature to depict image symmetry property which can be auto-
matically extracted for repeated pattern retrieval. Experimental results
demonstrate the effectiveness of the optimization approach and the supe-
riority of symmetry feature over wavelet feature in discriminating similar
repeated patterns.

1 Introduction

Repeated pattern symmetry has been studied for decades and plays a nontrivial
role in texture analysis. In a 2D repeated pattern, there exists a finite region
bounded by two linearly independent vectors. Repeating along those two vec-
tors, it produces simultaneously a covering (no gaps) and a packing (no overlaps)
of the original image [5]. The finite region is the repeated unit and the two vec-
tors are called translation vectors, which build up lattice structure. According to
the theory of wallpaper groups, the infinite variety of repeated patterns can be
well categorized into seventeen Crystallographic groups, which are characterized
by four kinds of symmetry: translation symmetry, rotation symmetry, reflection
symmetry and glide reflection symmetry [1]. Among them, rotation symmetry
can only be 2-fold, 3-fold, 4-fold and 6-fold, where n-fold means 360/n degree
rotation. Reflection and glide reflection symmetry can have four axes: two trans-
lation vectors and two diagonal vectors of the repeated unit. The fundamental
� This work was performed at Microsoft Research Asia.
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problem in repeated pattern analysis is to determine whether or not it has a cer-
tain kind of symmetry, which relies on the construction of translation vectors,
and to further classify it into one of the seventeen groups.

In lattice construction, Leung et al. [3] and Schaffalitzky et al. [6] both use
parameterized affine transforms to establish correspondence between interesting
regions. Starovoitov et al. [7] propose a more traditional approach which uses
features extracted from co-occurrence matrix to detect translation vectors. It
has been proved in [4] that if a texture image is of regular structure, autocor-
relation is more appropriate than Fourier Transform in analyzing its structure.
More recently, Liu et al. [5] first calculate the autocorrelation of the pattern, and
then select a sparse set of points to designate the repeated units. Finally, they
adapt a Hough transform approach [4] to find two translation vectors from the
points. To select candidate points from autocorrelation, they propose an efficient
approach based on the region of dominance instead of simple threshold method
and the points are called peaks. For isolated patterns, this method proves to
be most appropriate [5]. However, the problem of automatic peak number de-
tection remains unsolved. The drawback limits its generalization to applications
in large image database, as it tends to be a tedious task to manually set peak
number for each image in the database. Although peak number is apparent to
people, determining its value automatically is difficult due to the variability of
autocorrelation of different patterns.

In this paper, we propose an optimization-based scheme to automatically
select peak number. To be specific, firstly, we formulate peak number selection
as an optimization problem by a straightforward yet effective criterion, which
incorporates the highest score in the accumulator array, autocorrelation value,
as well as the length of the translation vectors. Then, we resort to Simulated
Annealing (SA) to optimize it in order to balance between optimization perfor-
mance and processing time. Based on this scheme, we design a new symmetry
feature using translation vectors for repeated pattern retrieval which can be ap-
plied in spin industry where users wish to find repeated patterns with similar
symmetry property as the query from a large database. Experimental results
demonstrate the effectiveness of our method.

The rest of this paper is organized as follows. In Section 2, we present our
approach of automatic peak number detection; in Section 3, the symmetry fea-
ture extraction is proposed; experimental results are given in Section 4; finally,
we conclude the paper in Section 5.

2 Automatic Peak Number Detection

To construct translation vectors correctly, peak number N should be an ap-
proximation of the number of repeated units in an image. Once peak number
is determined, the Generalized Hough Transform (GHT) [4] can be utilized to
find the two translation vectors [5]. The procedure can be summarized as fol-
lows. Initially, a 2D accumulator array is created, in which each entry is set to
be zero. Secondly, each pair of non-collinear vectors are used as two translation
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vectors to span a parallelogram grid. For each peak, if it is located near any
vertex of the parallelogram grid, the score that the peak belongs to the paral-
lelogram grid will be high; otherwise the score will be low. Thirdly, the score is
added to the entry corresponding to the pair of non-collinear vectors. Finally,
two translation vectors are obtained by finding the entry with the highest score
in the accumulator array.

In order to automatically detect peak number, we design an optimization-
based approach. In this approach, the peak number is obtained by optimizing a
criterion function. Details are presented below.

2.1 Criterion Function

Let the entry with the highest score in the accumulator array SN locates at
(i, j), where N denotes the peak number. When N is proper, almost all of the
selected peaks are located at the lattice node, thus SN (i, j) will be fairly large.
However, as N increases, more peaks will be selected, and more scores will be
added to the entries of SN . So the original maximum corresponding to proper
peak number N will be overwhelmed. Thus we divide SN (i, j) by N to eliminate
the accumulation effect and take this value as a criterion for selecting proper
peak number N .

However, in GHT, the accumulating score is inverse proportional to the
lengths of two translation vectors. In patterns with sub-units, translation vectors
of sub-units are always shorter than those of real units. If peak number is well
above proper, the criterion value will be larger than that of proper peak number
and sub-units will be extracted. Inspired by the fact that the autocorrelation
value of peaks corresponding to sub-units is not as conspicuous as that of real
units, we add a height factor to the criterion to help distinguish real units from
sub-units.

When peak number is small, one of the translation vectors may be zero, which
is unreasonable. So we add another term min(|w1|, |w2|) to the criterion, which
selects the shorter one of the two translation vectors to preclude unreasonable
pair of vectors.

Based on the above discussion, the final criterion function can be written as
follows:

C(N) = (
SN (i, j)

N
)α · (height(N))β · (min(|w1|, |w2|))γ (1)

where height(N) is the average autocorrelation value of the first N peaks, i.e.
the height factor; α, β, γ are positive parameters controlling the contribution of
the three terms to the overall criterion. In our current implementation, they are
set to 1 for simplicity.

2.2 Optimization of the Criterion Function

As the criterion function contains several local maxima (Fig. 2(d)), traditional
greedy algorithms may fail to find the global maximum. Although enumeration
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1. Initialize peak number N = N0, temperature = t0, time = 0. Calculate
C(N0), and set maximum criterion value Cmax = C(N0), optimum peak
number Nopt = N0;

2. Repeat n1 times:
(a) Set N1 = N + ΔN , where ΔN is an integer distributed uniformly dis-

tributed uniformly between [−Δ,+Δ]. Calculate C(N1). If C(N1) is big-
ger than C(N), set N = N1; otherwise, set N = N1 with probability
exp((C(N1) − C(N))/temperature);

(b) Update Cmax and Nopt;
3. Decrease temperature by Δt. If maximum criterion value Cmax has not

changed for n2 times, output Nopt that produces Cmax and stop; else go to
2.

Fig. 1. SA algorithm for peak number detection

methods can always find the optimal solution, it is very time-consuming due
to the construction of accumulation array. To balance optimization performance
and processing time, we use Simulation Annealing (SA) algorithm, which is listed
in Fig. 1.

3 Symmetry Feature Extraction

To determine whether or not repeated patterns have a certain kind of symmetry,
Liu et al. [5] apply the symmetry to be tested to the entire pattern, and check
the similarity between the original and transformed images. However, repeated
patterns are often corrupted by noise or distortion. Therefore, it is more reason-
able to give a continuous value to measure the extent to which a pattern has a
certain kind of symmetry than a yes or no conclusion.

3.1 Symmetry Measure

If a pattern has a certain kind of symmetry, the correlation between the original
and transformed images will have peaks with similar underlying structure as au-
tocorrelation. To make this structure similarity concrete, we extract translation
vectors from both autocorrelation and correlation, and compare the two pairs of
vectors.

Let w1, w2 denote the translation vectors calculated from autocorrelation. t1,
t2 denote the translation vectors calculated from correlation between the original
and transformed images. Using automatic peak number detection method dis-
cussed in Section 2, we can automatically determine how many peaks should be
selected from autocorrelation and correlation, and construct translation vectors
without the intervention of users. If a pattern has a certain kind of symmetry,
the associated t1 and t2 will be approximately the same as w1 and w2, or some-
times a rotated version; otherwise they will be totally different. To correctly
measure the similarity between the two pairs of translation vectors, we use three
components to represent each pair: the lengths of w1 and w2 (t1 and t2) and the
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angle between them. Then the chessboard distance is calculated to measure the
similarity:

D(w1, w2, t1, t2) =
1

|w1| ||w1| − |t1|| +
1

|w2| ||w2| − |t2|| + |θw − θt| (2)

where θw (θt) is the angle between w1 and w2 (t1 and t2) in radian. When
calculating the distance automatically, we do not know if w1 corresponds to t1
or t2, so we calculate both D(w1, w2, t1, t2) and D(w1, w2, t2, t1), and select the
smaller the one as the final distance. We also normalize the distance to [0,1] by
formalizing the following exponential form:

S = exp(− min(D(w1, w2, t1, t2), D(w1, w2, t2, t1))) (3)

If an image has a certain kind of symmetry, S will be near 1; otherwise, it will
be small, sometimes near 0. For an image not strictly symmetrical due to noise
or distortion or some other reason, S measures to what extent this pattern has
a certain kind of symmetry.

3.2 Symmetry Feature

Every repeated pattern has translation symmetry. The translation vectors con-
structed from autocorrelation surface reflect this symmetry. To measure rotation
symmetry likelihood, we perform the four kinds of rotation to the original im-
age, construct translation vectors based on correlation, and get four measures
S2, S3, S4, S6 using equation (3), where sn denotes the symmetry measure for
n-fold rotation symmetry. Reflection symmetry and glide reflection symmetry
are essentially the same except for a translation factor. So we perform reflec-
tion transformations using each choice of the axes, construct translation vectors
and get another four measures ST1, ST2, SD1, SD2, where footnote T denotes
translation vector axes, and D denotes diagonal vector axes. The eight measures
make up for the symmetry feature, which represents the symmetrical property
of a repeated pattern, and can be written as follows:

fS = [S2, S3, S4, S6, ST1, ST2, SD1, SD2]t (4)

4 Experimental Results

4.1 Peak Number Detection

In our experiment, we have collected 487 repeated patterns from the web. These
images include all seventeen wallpaper groups. The number of images belonging
to each group is listed in Table 1. From the table, we can see that the number
varies greatly from group to group, which reflects the non-uniformity of various
kinds of symmetry in natural images. Most of the patterns are corrupted by noise
or distortion, thus not strictly symmetrical. Figure 2 illustrates two examples of
automatic peak number detection. Note that: 1) in both cases, the maximum
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image 1 

 

image 2 

  

 (a) (b) (c) (d) 
 

Fig. 2. Examples of automatic peak number detection via optimizing the criterion
function. (a) repeated patterns [2]; (b) autocorrelation; (c) Nopt peaks and the trans-
lation vectors; (d) criterion value C(N) (due to limited space, we only exhibit its value
with peak number N from 3 to 25; when N is larger than 25, C(N) is small and lacks
variability)

value of the criterion is achieved at the proper peak number; 2) the response
in the neighborhood of the proper peak number is somewhat flat, however it is
still applicable for real applications (for explanation, see the next paragraph);
3) in both cases, there exists local maximum points, which indicates a greedy
algorithm might fail to find the optimal number.

In order to test the performance of the criterion function, we first use an
enumeration method to search for the optimal peak number that corresponds to
maximum criterion value and extract the translation vectors. In 437 patterns,
the constructed translation vectors are consistent with human perception, which
means that the selected peak number is correct. Accordingly, the correct rate
is 89.73%. For comparison, we also test the performance of the SA algorithm
running several times. All the parameters are determined based on some prior
knowledge of the database. In our experiment, we set N0 = 13, ΔN = 5, t0 =
0.01, Δt = 0.0001, n1 = 3, n2 = 5. Currently we are doing research on optimal
selection of these parameters. On average, 436 pairs of translation vectors are
correctly extracted, i.e. the correct rate is 89.53%, which is very close to that
of the enumeration approach. The number of patterns whose translation vectors
are wrongly detected for each group by the two algorithms are also listed in
Table 1. It is worth noticing that the image whose translation vectors are wrongly
detected by enumeration method is NOT necessarily wrongly detected by SA
method. This can be explained as follows: the robustness of GHT ensures that if
peak number N lies in the neighborhood of repeated unit number N0, i.e. N ∈
[N0 −ΔN1, N0 +ΔN2], the constructed translation vectors will be correct. (This
also explains the aforementioned problem) If peak number Nopt corresponding
to maximum criterion value does not lie in this range, translation vectors will
be unstable in case of peak number perturbation. Since SA is a kind of random
search strategy, it may often return peak number in [N0 − ΔN1, N0 + ΔN2] and
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Table 1. Optimization method comparison. E: Enumeration, S: SA

Wallpaper groups p1 p2 pm pg cm pmm pmg pgg
Number 22 25 11 5 40 46 13 15

E 1 10 1 2 3 3 2 0
Error Num S 2 7 1 0 6 3 1 0
Wallpaper groups cmm p4 p4m p4g p3 p31m p3m1 p6 p6m

Number 49 33 117 9 6 11 13 12 60
E 5 2 8 0 0 2 1 1 9

Error Num S 6 2 13 0 1 2 1 0 6

construct correct translation vectors. On the other hand, the overall correct rate
of SA is less than that of enumeration. This may partially due to the prematurity
property of SA.

As mentioned before, the enumeration scheme is very time consuming. For
an image containing 72× 128 pixels, the time needed with peak number varying
from 3 to 100 is about 43 seconds (Intel(R) 500MHz, 256M RAM). But the
optimization time of SA for the same image is less than a second on average.

4.2 Symmetry Feature Evaluation

To test the performance of symmetry feature in repeated pattern retrieval, we
build this feature for the 487 repeated patterns, use each of the patterns as a
query, and record average precision. The repeated patterns are classified into sev-
enteen wallpaper groups as ground truth. We use wavelet feature for comparison,
which is a widely accepted descriptor of texture. It consists of 18 coefficient mo-
ments, which is obtained after three-level Daubechies-8 wavelet transforms [8].
Both results are illustrated in Table 2. The precision values are not very high.
That is because most of the repeated patterns are corrupted by noise or dis-
tortion. Therefore, although peak number is correctly identified, the underlying
structure of correlation between the original and transformed images does not re-
semble that of autocorrelation, thus t1 and t2 will not be correctly calculated. For
this reason, we only focus on the relative performance in subsequent discussion.

Comparing symmetry feature and wavelet feature, although the latter is a
widely accepted descriptor of texture, and has more dimensions, its performance
is not as good as symmetry feature. Moreover, the first retrieved images using
symmetry feature are visually more similar with the query than those using
wavelet feature. It demonstrates the effectiveness of our feature from another
point of view.

Table 2. Feature performance comparison

Precision P10 P20 P30 P40 P50
Symmetry Feature 0.1840 0.1738 0.1684 0.1647 0.1605
Wavelet Feature 0.1777 0.1567 0.1462 0.1416 0.1368
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5 Conclusion

In this paper, we have proposed an optimization-based scheme for automatic
peak number detection, which enables repeated patterns to be analyzed without
human intervention. Moreover, we design a new symmetry feature which reflects
the sym-metrical property of repeated patterns. Based on automatic peak num-
ber detection method, this feature can be extracted automatically for a large
number of images. Currently we are doing research on generalizing this symme-
try feature to natural images.

Acknowledgements. This work was supported by National High Technology
Research and Development Program of China (863 Program) under contract
No.2001AA114190.
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Abstract. This paper presents a simple and effective method for match-
ing two uncalibrated images. First, corner points are extracted in both
images separately. Then the initial set of point matches is obtained by
singular value decomposition of a well-designed correspondence strength
matrix. A new expression of this matrix is introduced to get more reli-
able initial matches. Last, the epipolar geometry constraint is imposed
to reject the false matches. Experimental results on real images show
this method to be effective for general image matching.

1 Introduction

Matching two uncalibrated images is a classic problem in computer vision. The
topic has been researched for several decades. One effective strategy is using
interest point matching technology. The interest point matching technology first
extracts points of interest such as corners in the two images and then uses
robust matching technology to establish point correspondences between the two
images [1,2,3,4].

Corners are considered as good candidates for interest points in many com-
puter vision applications such as motion correspondence, object tracking and
stereo matching, etc. Using corner points as interest points has been proved to
be effective in image matching [1,2]. Among the most popular corner detectors,
Harris corner detector [5] is known to be robust against rotation and illumi-
nation changes. And its results have high repeatability under different imaging
conditions, which is of great advantage to image matching task [6].

In the recent literature some effective strategies for interest point correspon-
dence between image pairs have emerged. A robust technique for matching two
uncalibrated images has been proposed by Zhang et al. [1], which finds initial
matches using correlation and relaxation methods followed by the LMedS tech-
nique to discard false matches. Pilu [2] used a direct method based on singular
value decomposition for feature correspondence, which was originally proposed
by Scott and Longuet-Higgins [7]. The method first sets up a correlation-weighted
proximity matrix and then performs singular value decomposition calculation on
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the matrix to get initial matches. We improve Pilu’s method by giving a new
expression of the matrix. Experiments on real images show the improved method
can handle more complicated cases and obtain more reliable initial matches.

The initial set of interest point matches usually contains some false matches
due to the bad locations of corners and the improper matches in the establish-
ment of correspondence. Constraints like epipolar geometry or disparity gradient
limit can be used to reject the false matches [1,8,9].

This paper presents a simple and effective method to solve the problem of
image matching. The method is based on singular value decomposition. The ini-
tial set of point matches is directly obtained by singular value decomposition of
a well-designed correspondence strength matrix. A new expression of the corre-
spondence strength matrix is introduced. The comparison of matching results
on real images demonstrates the new matrix outperforms that used in previ-
ous works. Experimental results on real images show the method is effective for
matching image pairs under different imaging conditions.

The remainder of the paper is organized as follows. Section 2 describes ex-
tracting corners as interest points with slightly modified Harris corner detector.
Section 3 introduces the matching approach based on singular value decompo-
sition and presents the new expression of the correspondence strength matrix.
Section 4 describes rejecting the false matches by imposing epipolar geometry
constraint. Section 5 presents some experimental results on real images and Sec-
tion 6 concludes the paper.

2 Extracting Corners as Interest Points

Corners are highly informative image locations. They are very useful features
for many computer vision applications. Corners can be automatically detected
without any prior knowledge and they are stable features for image matching
task. Many algorithms for detecting corners have been reported up to now.
Among the most popular corner detectors, Harris corner detector [5] is known
to be robust against rotation and illumination changes. The results of Harris
corner detector have high repeatability under different imaging conditions, which
is very important for image matching.

Harris corner detector is based on the auto-correlation matrix, which is built
as follows:

M = exp −x2 + y2

2σ2 ⊗
[

I2
x IxIy

IxIy I2
y

]
, (1)

where ⊗ is the convolution operation. Ix and Iy indicate the x and y directional
derivative respectively. The auto-correlation matrix performs a smoothing op-
eration on the products of the first derivatives by convolving with a Gaussian
window. Two sufficient large eigenvalues of M indicate the presence of a corner.
To avoid the explicit eigenvalues decomposition of M , a corner response function
is defined by the following expression:

CH = det(M) − k ∗ trace(M)2 , (2)
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where k is usually set to 0.04. Then a threshold th can be used to select corner
points. If CH > th then the point is identified as a corner.

In the original Harris detector, Ix and Iy are computed by convolution with
the mask [-1 0 1] and the corner response function requires setting a parameter
k. In our implementation, the mask [-2 -1 0 1 2] is used to compute the first
derivatives. And a corner measure function without additional parameter [10] is
adopted. The measure function is defined as follows:

CF =
det(M)

trace(M)
. (3)

A threshold tf is given and a point is considered as a corner if CF > tf . In our
implementation, tf is set to 1% of the maximum observed CF .

3 Matching Based on Singular Value Decomposition

The problem of matching interest points in two images is fundamental in com-
puter vision. A direct method for establishing feature correspondences between
two images based on singular value decomposition (SVD) has been proposed in
Scott and Longuet-Higgins [7] and further developed in Pilu [2]. The basic idea
of this method is obtaining feature correspondences with singular value decom-
position of a correspondence strength matrix. In the following, the algorithm
will be briefly described.

Let I1 and I2 be two images. I1 contains m features I1i(i = 1 . . . m) and I2
contains n features I2j(j = 1 . . . n). To get one-to-one feature correspondences
between the two images, a proximity matrix G∈Mm,n is set up first:

Gij = e−r2
ij/2σ2

, (4)

where rij = ‖ I1i − I2j ‖ is the Euclidean distance between the two features if
they are regarded as being on the same plane. G is a positive definite matrix and
the element of G decreases monotonically from 1 to 0 with the increase of the
distance between the two features. The degree of interaction between the two
sets of features is controlled by the parameter σ.

The next step of the algorithm is to perform the singular value decomposition
of G:

G = UDV T , (5)

where U ∈ Mm,m and V ∈ Mn,n are orthogonal matrices and the diagonal ma-
trix D ∈ Mm,n contains the singular values along its diagonal elements Dii in
descending order.

Then a new matrix E is converted from the diagonal matrix D by replacing
every diagonal element of D with 1. Computing the following product will get
the new matrix H:

H = UEV T . (6)

The matrix H ∈Mm,n has the same shape as the proximity matrix G. Two
features I1i and I2j are pairing up if Hij is both the greatest element in its row
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and the greatest element in its column. With selecting all such elements in H,
the feature correspondences between the two images can be established.

Scott and Longuet-Higgins algorithm only takes spatial location into account
for establishing feature correspondences. To include similarity information in fea-
ture matching with above algorithm, Pilu [2] uses normalized cross-correlation
score as local measurement to quantify feature similarity. Adding similarity con-
straint can eliminate rogue features, which shouldn’t be similar to anything. The
elements of G can then be transformed as follows:

Gij =
(Cij + 1)

2
e−r2

ij/2σ2
, (7)

where Cij is the normalized cross-correlation score between the two features.
In our method, a new expression of the correspondence strength matrix G is

introduced in order to get more reliable initial matches under different imaging
conditions. The new definition of the correspondence strength matrix G is given
as follows:

Gij = (Cij + 1)3 e−rij/2σ2
, (8)

where σ is set to 50 in our system. Cij can be calculated as follows:
Let m1 = I1(xi, yi) be the i-th interest point in the first image I1 and m2 =

I2(xj , yj) be the j-th interest point in the second image I2. W1 and W2 are two
windows of size (2w + 1) × (2w + 1) centered on each point. The normalized
cross-correlation score Cij is defined as:

Cij =

w∑
u=−w

w∑
v=−w

[I1(xi + u, yi + v) − I1(xi, yi) ][I2(xj + u, yj + v) − I2(xj , yj) ]

(2w + 1)(2w + 1)σ(m1)σ(m2)
,

(9)
where I1(xi, yi) ( I2(xj , yj) ) is the average and σ(m1) ( σ(m2) ) is the standard
deviation of all the pixels in the correlation window. The size of the correlation
window is 11 in our system.

The new definition of G gives more weight to the similarity measurement
(i.e. normalized cross-correlation score) and weakens the spatial location mea-
surement. Experiments on complicated real images show the new expression of G
yields better results. The initial set of matches contains less false matches than
the former methods and the number of good matches increases simultaneously.

4 Rejecting False Matches

The initial set of interest point matches usually contains some false matches.
Constraints like epipolar geometry can be used to reject the false matches. The
epipolar geometry constraint can be described as follows.

Suppose F is the fundamental matrix. Point p (x, y) in the image can be
represented as:

p̃ = [x, y, 1]T . (10)
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For a point match (p, q), the epipolar line of point p in the first image is de-
fined as:

lp = F p̃ . (11)

If the match is perfect, then point q in the second image should lie on the epipolar
line lp exactly. The distance dq of point q to the epipolar line lp is calculated by

dq =
| q̃ T F p̃ |√

(F p̃)21 + (F p̃)22
, (12)

where (F p̃)i is the i-th component of vector F p̃ . The distance dp of point p to the
epipolar line lq is calculated similarly. Then a threshold te can be used to find the
good matches. A point match is identified as a good match if max(dp , dq) ≤ te.

In our implementation, the epipolar geometry constraint is imposed based
on RANSAC [11]. The method is described as follows. First, eight matches are
randomly chosen from the initial set of point matches and the fundamental
matrix F is calculated from them. Then we can find all good matches that are
consistent with the epipolar geometry constraint according to this fundamental
matrix. The threshold te is 1.5 in our system. Repeat the above steps to get the
largest set of good matches.

5 Experimental Results

Experiments on real images of various content have been performed. Some of the
results are reported here. These images are under different imaging conditions
such as rotation, scale changes, illumination changes and the combination of
them.

All the results here are obtained with the same parameter setting as men-
tioned in the forgoing sections. These results are the final results after applying
RANSAC on the initial matches. Image pairs Boat, Residence, Car are from

Fig. 1. Matching result for image pair Boat with rotation and scale changes
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Fig. 2. Matching result for image pair Residence with rotation and scale changes

Fig. 3. Matching result for image pair Car with illumination changes

Fig. 4. Matching result for image pair Gate with translation and rotation
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Table 1. The columns of “Final Matches” contain the number of good matches after
rejecting the false matches in the initial matches with epipolar geometry constraints.
In addition, the algorithm using original G fails in matching the image pair Gate,
therefore the corresponding number of initial matches and final matches are small

Original G Improved G

Initial Final Initial Final
Matches Matches Matches Matches

Boat 88 65 109 91

Residence 89 51 133 102

Car 85 55 100 72

Gate 45 10 133 96

INRIA1, and image pair Gate is from our lab. More reliable matching results
have been obtained by using the new expression of the correspondence strength
matrix G . Table 1 gives the comparison of matching results between original
definition of G ( Equation (7 ) ) and the improved G ( Equation (8 ) ).

6 Conclusions

We have presented a simple and effective method for matching two uncalibrated
images. The method exploits singular value decomposition, which is one of the
stablest numerical matrix operations. The kernel of this method is establishing
interest point correspondences by singular value decomposition of a well-designed
correspondence strength matrix. We introduce a new expression of this matrix
to get more reliable initial matches. The comparison of matching results on real
images demonstrates the new matrix outperforms that used in previous works.
One characteristic of this algorithm is that it does not require a correlation
threshold for a candidate point match to be accepted. This contributes to the
simplicity of the method. Experimental results on real images show the method
is effective for matching image pairs under different imaging conditions.
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Abstract. In this paper we present a novel approach to match two
images in presenting large scale and rotation changes. The proposed ap-
proach is based on scale invariant region description. Scale invariant re-
gion is detected by a two-step process and represented by a new descrip-
tor. The descriptor is a two-dimensional gray-level histogram. Different
descriptors can be directly compared. In addition, our descriptor is in-
variant to image rotation and large scale changes as well as robust to
small viewpoint changes. The experiments demonstrate that our method
is effective enough for image matching and retrieval.

1 Introduction

Image matching, which is a fundamental aspect of many computer vision prob-
lems, has been extensively studied for the last two decades. The image matching
problem estimates correspondences between two views of the same scenes, where
the viewpoints differ by position, orientation and viewing parameters. It is a chal-
lenging task due to the various appearances that an image can have. Many global
approaches have been proposed in the literatures to solve this problem [3,12].
But they have difficulty in dealing with nearby clutter and partial occlusion.
Recently local information has been shown to be sufficient to describe image
content [1], and well adapted to image matching, as they are robust to clutter
and occlusion and don’t require segmentation [2,5,6,7].

Schmid and Mohr [1] demonstrate that local information is sufficient for gen-
eral image recognition under occlusion and clutter. They use Harris corners [10]
to detect interesting points, and extract a rotationally invariant descriptor from
the local image region. This guarantees features to be matched between rotated
images. Lowe [2,16] uses the local extrema of difference-of-Gaussian in scale-
space as the interesting points. He proposes a distinctive local descriptor, which
is computed by accumulating local image gradients in orientation histograms.
Tuytelaars and Van Gool [7] construct small affine invariant regions around
corners and intensity extrema. Their method looks for a specific structure “par-
allelogram” in images. Among the above methods, [1] and [2] are rotation and
scale invariant. [7] is affine invariant.
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Many methods have been presented for wide-baseline matching [6,8,9,11].
Baumberg [9] uses the multi-scale Harris features detector, and orders the fea-
tures based on the scale-normalized feature strength. The neighborhood of fea-
ture point is normalized using an iterative procedure based on isotropy of the
second gradient moment matrix. Mikolajczyk and Schmid [8] propose the Harris-
Laplace method. They first detect the Harris corners in multiple scales, then
select points at which the Laplacian measure attained the local extrema in scale
dimension. They extend their work to affine invariant in [5]. Schaffalitzky and
Zisserman [6] present a method for obtaining multi-view matching given un-
ordered image sets. They use two kinds of features: invariant neighbourhoods
and “Maximally Stable Extremal” regions. They use the complex filters as de-
scriptor. J. Xiao, and M. Shah [11] combine Canny edge detector and Harris
corner operator together to present a new edge-corner interesting point. Based
on SVD decomposition of affine matrix, a two-stage matching algorithm is pro-
posed to compensate the affine transformation between two frames. They use
the epipolar geometry to estimate more correspondences interesting points.

In this paper we want to solve the problem of matching images in the presence
of both large scale and rotation changes. Mikolajczyk and Schmid try to solve
this problem in [8]. They use Harris-Laplace detector to select the position and
scale of interesting points, and extract rotation invariant descriptors. Since they
use multi-scale space to select interesting points, their method is suitable for
significant scaling case. But before computing the distance of descriptors, they
must learn a distance metric in invariant space from training data. So the metric
is tuning to the domain of training data. The matching results depend on the
efficiency of learned metric. In order to overcome this problem, we propose a
novel descriptor, SC descriptor, based on Shape Context [17]. The new descriptor
is scale and rotation invariant. The distance between SC descriptors can be
calculated directly.

The paper is organized as follows. In Section 2, we introduce the Harris-
Laplace detector. In Section 3, we present a novel descriptor based on Shape
Context [17]. In Section 4, we describe the robust matching algorithm. In Sec-
tion 5, we demonstrate the effectiveness of our approach for image matching and
retrieval. In section 6 we summarize the contribution of this paper and draw
some conclusions.

2 Harris-Laplace Detector

The task of image matching by local information requires detecting image re-
gions, which are co-variant with scale transformations of the image. A two-step
algorithm is used to achieve the co-variant regions (x, y, scale): 1) detecting
interesting points (x, y), 2) associating a characteristic scale to each interesting
point (scale).
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2.1 Interesting Points Detector

Computing image descriptors for each pixel in image is time consuming and
unnecessary. The descriptor extraction is limited to a subset of the image pixels,
interesting points, which should have two main properties: distinctiveness and
invariance. Different interesting points detectors are comparatively evaluated
in [15]. The Harris corner detector is the most reliable one in the presence of
image rotation, illumination changes, and perspective transformations. The basic
idea of this detector is to use the auto-correlation function in order to determine
locations where the signal changes in two directions. A matrix related to the
auto-correlation function which takes into account the first derivatives of the
signal on a window is computed. The eigenvectors of this matrix are the principal
curvatures of the auto-correlation function. Two significant values indicated the
presence of an interesting point.

However the repeatability of this detector degrades significantly when the
images have large scale changes. In order to cope with such changes, a multi-
scale Harris detector is presented in [13].

Multi-scale Harris function det(C) − αtrace2(C)

With C(x, σI , σD) = σ2
DG(σI) ∗

(
L2

x(x, σD) LxLy(x, σD)
LxLy(x, σD) L2

y(x, σD)

)
,

where σI is the integration scale, σD the derivation scale, L(x, σ) = G(σ) ∗ I(x)
different levels of resolution created by convoluting the Gaussian kernel G(σ)
with the image I(x) and x = (x, y). Given an image I(x) the derivatives can be
defined by Lx(x, σ) = ∂

∂xG(σ) ∗ I(x). We use the multi-scale Harris detector to
detect interesting points at different resolution L(x, σn), with σn = knσ0, σ0is
the initial scale factor.

2.2 Scale Selection

Lindeberg [14] suggests that for Geometric image descriptors, the characteristic
scale can be defined as that at which the result of a differential operator is
maximised. The characteristic scale is relatively independent of the image scale.
The ratio of the scales, at which the extrema were found for corresponding points
in two rescaled images, is equal to the scale factor between the images. Different
differential operators are comparatively evaluated in [8]. Laplacian obtains the
highest percentage of correct scale detection. We use the Laplacian to verify for
each of the candidate points found on different levels if it forms a local maximum
in the scale direction.

Lap(x, σn) > Lap(x, σn−1) ∧ Lap(x, σn) > Lap(x, σn+1)
Figure 1 shows two images with detected interesting points. The threshold of
multi-scale Harris and Laplacian are 1000 and 10, respectively. 15 resolution
levels are used for scale representation. The factor k is 1.2 and σI = 2σD.

3 Invariant Descriptor

Given an image region which is co-variant with scale transformations of the
image, we wish to compute a descriptor which is both invariant to scale and
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Fig. 1. Scale invariant regions found on two images. There are 252 and 417 points
detected in the left and right images, respectively

rotation changes and distinctive to reduce the ambiguity in correspondences.
The descriptor we use is novel, and we now discuss this.

3.1 SC Descriptor

In this paper, we propose a novel invariant region descriptor, the SC descriptor,
inspired by the work of Shape Context [17] introduced by Belongie, Malik and
Puzicha for matching shapes. A SC descriptor is a two-dimensional histogram
encoding the intensity distribution in an image region, and the geometry rela-
tion between the sub-regions. The two dimensions of the histogram are d, the
sequence number of n sub-regions, and i, the intensity value. The sequence of
sub-regions is sorted in ascending order both in and as shown in Fig. 2(a). Each
column of the SC descriptor is the intensity histogram of the corresponding sub-
region. We use bins that are not uniform in , which are selected by experiments.
An example is shown in Fig. 2. To achieve invariance to affine transformations
of the intensity (transformations of the form I → aI + b), it is sufficient to
normalize the range of the intensity within the sub region.

Our region detector is a local approach and does not need segmentation, so
it is robust to clutter and occlusion. For the same reason the invariance to trans-
lation is intrinsic to our approach. Due to multiple window sizes and selecting

Fig. 2. SC descriptor construction. (a) A image region is divided into 18 sub-regions.
We use three bins for ρ(0.57, 0.85, 1) and six bins for θ(1/3π, 2/3π, π, 4/3π, 5/3π, 2π).
The number in the sub-region is its sequence number. The sequence numbers of the
third ring aren’t shown for clarity. Two sub-regions in an image patch (b) map to two
different columns in the SC descriptor (c)
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(a) (b) (c)

(d) (e) (f)

Fig. 3. More examples of SC descriptor. Top: image patch (white circle) and the ap-
proximate gradient direction (white arrow). (b) is a rotation version of (a). (b) and (c)
are different parts of the same image. Bottom: (d), (e) and (f) are SC descriptors of (a),
(b) and (c), respectively. SC descriptor is a two-dimensional histogram. Each column of
SC descriptor is a histogram of a bin of Fig.2(a). (White =large value). Note that (d)
and (e) are similar, which are calculated for relatively similar region except rotation.
While (f) is quite different with (d) and (e). We don’t normalize the intensity here

scale automatically, scale invariance is achieved. The invariance to rotation can
be obtained by normalizing the region with respect to the gradient direction,
or by using a relative frame, which treats the gradient direction as the positive
x-axis. One can use the method in [4] to get a stable estimation of the dominant
direction. However we have observed that the SC descriptor is robust to small
error in gradient direction estimation, as the gradient directions in Fig. 3(a)
and Fig. 3(b) are different, but the SC descriptors are similar. We use the gra-
dient direction θg = arctan(Ly/Lx). After turning the relative frame with the
gradient phase, the descriptor is completely rotation invariant. The number of
sub-region should be chosen according to specific application. Figure 3 shows
several examples.

3.2 Comparison of SC Descriptor

Let Pi and Qj represent two image regions. And COSTij = COST (Pi, Qj)
denotes the cost of matching these two regions. We use χ2 test statistics [17].

COSTij ≡ COST (Pi, Qj) =
1
2

N∑
n=1

255∑
m=0

[hi(n, m) − hj(n, m)]2

hi(n, m) + hj(n, m)
(1)

where hi(n, m) and hj(n, m) denote the value of the SC descriptor at Pi and Qj ,
respectively.
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4 Robust Matching

To robust match a pair of images, we first determine point-to-point correspon-
dence. We select for each descriptor in the first image the most similar one in
the second image based on the cost function (1). If the cost is below a thresh-
old the correspondence is kept. All point-to-point correspondences form a set
of initial matches. We refine the initial matches using RANdom SAmple Con-
sensus (RANSAC). RANSAC has the advantage that it is largely insensitive to
outliers. We use fundamental matrix as the transformation of RANSAC in our
experiments.

5 Experimental Results

5.1 Robust Image Matching

The matching strategy just described is applied and tested over a large number of
image pairs. All of our experiments use gray images to compute correspondences.
And we give the epipolar geometries of two images estimated by our method, to
show that our matching algorithm is effective.

Figure 4 shows the matching results for three different scenes, which in-
clude significant rotation and scale changes. Figure 4(a) and Fig. 4(c) show scale
changes between images. Figure 4(b) shows both rotation and scaling between
two images. The rotation angle of Fig. 4(b) is 10 degrees, and scale factor is
2.4. Figure 5 displays two images with estimated epipolar lines. All the epipolar
geometry is correctly estimated.

(a) (b) (c)

Fig. 4. Robust matching results by our algorithm. (a)(frames of ”Laptop” from INRIA)
shows 34 inliers, 32 of them are correct. (b) (frames of ”boat” from INRIA) shows 9
inliers, all of them are correct. (c) (frames of ”Asterix” from INRIA) shows 17 inliers,
all of them are correct
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Fig. 5. This figure shows the epipolar geometry as computed with the matching method
described in this paper. Two frames of ”East” from INRIA show 30 correct inliers.

(a) (b) (c) (d) (e)

Fig. 6. The first row shows some of the query images. The second row shows the most
similar images in the database, all of them are correct

5.2 Image Retrieval Application

We have evaluated the performance of SC descriptor in an image retrieval appli-
cation. Experiments have been conducted for a small image database containing
40 images (including 8 real-world scenes). They show the robustness of our ap-
proach to image rotation, scale changes and small viewpoint variations.

The retrieval application is as follows. We first extract SC descriptors of
each image in the image database. We compare each descriptor of a query image
against all descriptors in the other image. Then we determine corresponding
SC descriptors that are within a threshold. We regard the number of matched
correspondences as a similarity between images.

Figure 6 shows the results of image retrieval experiments. The top row dis-
plays five query images. The second row shows the corresponding image in the
database, which is the most similar one. The changes between the image pairs
(first and second row) include scale changes, for example for pairs (a) and (d).
They also include rotation changes, such as image pair (b). Furthermore, they
include small viewpoint variations (image pair (c) and image pair (e)).
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6 Conclusion

In this paper we propose a novel approach to solve the problem of obtaining
reliable corresponding regions over two images in the presence of both large scale
and rotation changes. We present a novel region descriptor based on the intensity
distribution. Image matching and retrieval experiments show this descriptor is
invariant to image rotation and scale changes as well as robust to limited changes
in viewpoint.

Acknowledgements. This work is supported by National Hi-Tech Develop-
ment Programs of China under grant No. 2003AA142140.
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Abstract. In block-based coding schemes, the input image is segmented
into small blocks that are processed independently; therefore, blocking
effects occur along block boundaries. Various methods have been devel-
oped to reduce such blocking effects. In this paper, we propose a method
for blocking effect reduction based on optimal filtering, and we compare
its performance with those of others.

1 Introduction

The objective of image coding is to represent the image with as few bits as
possible while retaining sufficient picture quality. Various image compression al-
gorithms have been developed. Some of the more promising involve segmentation
of the image into small subimages before coding. In this approach, the original
image is divided into subimages, in most cases, square blocks of the equal size,
and then each subimage is coded independently of the others. To reproduce the
full image, the separated subimage blocks are reassembled by the decoder. The
purpose of segmenting the image is to exploit local characteristics of the im-
age and to simplify hardware implementation of the encoding algorithm. The
transform coding is a typical example of the coding technique having image
segmentation.

One of the fundamental problems of transform coding especially at the low
bit rates is so-called the blocking effect. Since each block is processed indepen-
dently, the reconstructed image at the decoder has discontinuities along block
boundaries. This blocking effect is mainly due to independent quantization of
transform coefficients in each block. Since the quantization takes place in the
transform domain, the effect of quantization error is spread all over the spa-
tial locations within the block. This phenomenon appears very annoying, as the
coding bit rate decreases.

In order to reduce the blocking effect, various methods have been developed,
such as the lapped orthogonal transform (LOT), the overlapping block method,
the interleaving block method and post-filtering. However, each of those ap-
proaches has some drawbacks. The overlap method reduces blocking effects well

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 135–142, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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without degrading image edges, but a major disadvantage of this method is an
increase in the bit rate [1,2]. The post-filtering method is easy to implement and
it works well. The post-filtering method does not increase the bit rate, but the fil-
ter degrades the edge content in the image [2]. The LOT is a popular method for
reducing blocking effects. The optimal LOT has a major disadvantage of being
highly sensitive to numerical errors, even with double-precision computations [3,
4]. The optimal LOT may not be easily factorable so that a fast algorithm may
not exist [3]. The suboptimal LOT which has a fast algorithm, but the approxi-
mation for the suboptimal LOT is satisfactory only for the small block sizes. In
our simulation for the LOT, we have shown the spread of the discontinuities along
the block boundaries to adjacent blocks. The two-stage transform coding method
[5] uses the total information of the image to reduce the blocking effect. In this
algorithm, the error of each transform coefficient is spread to the entire image.
Thus, the quality of image decreases exponentially as the bit rate decrease.

2 Optimal Filtering

In the previous section, we discussed blocking effect reduction algorithms that
can be applied within local blocks or along local block boundaries. In this section,
we develop a globally optimum filter instead of a locally optimum one. The
globally optimum filter considers an entire image. Before we derive a globally
optimum filter, let’s consider a locally optimum filter to get a concept of the
optimal filter.

First, we consider a block processing system with pre- and post-filters, as
depicted in Fig. 1. One of the functions of the encoder is to shape the input
signal spectrum into some appropriate form that takes into account quantization
or noise degradations. At the decoder, an approximate inverse filter is employed
to recover the original signal as much as possible.

In Fig. 1, the input noise u the quantization error d are stationary, uncorre-
lated, zero-mean random processes with known spectrum information. Here, the
input and reconstructed signals x and x̃ are vectors in the N -dimensional real
space. We do not assume that F and G should be causal. We start by obtaining
the optimal G for a given pre-filter; that allows us to derive an error expression
that depends only on F. If we can find the pre-filter that minimizes the new
error function, we can effectively obtain the jointly optimal filter pair. D and
D−1 represent DCT and IDCT, respectively. We here assume that the input
noise u is zero.

FD+
x

u

IDCT

+ C D

u

Pre-Filter Post-Filter

w v y w~ x~

DCT

-1

Fig. 1. Pre- and Post-Filter System
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The pre-filter generates the intermediate signal v from w, which is trans-
formed by the matrix F and quantized through the quantizer. The post-filter
builds an estimate w̃ of w, from which the final input estimate x̃ is generated.

From Fig. 1, it is clear that

w = Dx, w̃ = Dx̃ (1)

Since we can assume the DCT and IDCT operations are lossless operations, the
absolute mean-square error between w and w̃ is the same as that between x and
x̃, that is given by

ξw = N−1E[‖w̃ − w‖2] (2)

Our problem, therefore, is reduced to find matrices F and G in Fig. 1 that
minimize ξw. This is a typical classical problem in information theory, usually
referred to as optimal block quantization or optimal block coding. We can make
use of the cross-correlation between v and d to derive an expression for the error
ξw as a function of the matrices F and G. However, this would lead to matrix
equations that are fairly difficult to manipulate. A much easier approach is to
use the ’gain plus additive noise’ model of scalar quantization. This model is
derived by Malvar [3]. The quantizer output y is given by

y = Ψx + d̃ (3)

where d̃ is a noise source with no correlations, and Ψ is a diagonal matrix.
The elements of Ψ depend on the autocorrelation Rvv [3]. With the relationship
between v and y, we can modify the block diagram of Fig. 1 to Fig. 2.

Fig. 2. Subsystem to be Optimized

We can rewrite (2) in the form

ξw = N−1tr
{
E
[
(GΨFw + Gd̃ − w)(GΨFw + Gd̃ − w)t

]}
(4)

= N−1tr
{
Λ + GΨFΛFtΨGt + GRd̃d̃G

t − 2GΨFΛ
}

For any given F, the optimal G can be obtained by setting ∂ξw/∂G = 0, which
lead to

Gopt = ΛFtΨ
(
ΨFΛFtΨ + Rd̃d̃

)−1 (5)

For general cases of images coding, F is the identity matrix. If we assume that
DCT and IDCT are lossless operations and DCT is suboptimal to KLT, we can
expand the relation of (5) between the coefficients of the decoder and the encoder
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Fig. 3. Globally Optimum Filter GT

Fig. 4. Reduced System to be Optimized

to that between the original image and the reconstructed one. However, because
of the independent block processing, we may have the blocking effect along the
block boundaries in the reconstructed image.

In order to reduce the blocking effect, we should design a post-filter that is
globally optimal for the entire image, instead of locally optimal for each block.
For this work, we consider the system depicted in Fig. 3, where wi is the input
vector in the N -dimensional real space, di is the quantization error vector being
uncorrelated with the wi, Fi is preprocessor, and Ψi is the diagonal matrix for
quantization.

In this scheme, the entire signal is divided into small vectors, and each vector
is independently processed in the encoder. At the decoder, we collect each coded
vector to find a globally optimum filter GT .

Without loss of generality, we can simplify the derivation by considering only
two blocks, as drawn in Fig. 4. The dimension of each block at the encoder is
different from that of the globally optimum filter GT .

In order to manipulate each block and the global filter, we employ Kronecker
product. We define the matrices, K1 and K2, for indicating each block, which
is given by

K1 =
[

1
0

]
, K2 =

[
0
1

]
(6)
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Also, we can write the entire original signal x and the entire reconstructed
signal x̃ in the form

x =
[
w1
w2

]
, x̃ =

[
x̃1
x̃2

]
(7)

With (6), we can find the dimension extension of w1 and w1, as following:[
w1
0

]
= K1 ⊗ w1,

[
0
w2

]
= K2 ⊗ w2 (8)

Intermediate vectors, y1 and y2, and the quantization error vectors, d1 and d2,
are represented by

y =
[
y1
w2

]
, x̃ =

[
x̃1
x̃2

]
(9)

where
yi = ΨFiwi + di (10)

Similarly to the procedure for a locally optimum filter, we can define the
error criterion to be minimized, which is given by

ξw = (2N)−1
{

E
[
‖x̃ − (K1 ⊗ w1 + K2 ⊗ w2)‖2

]}
(11)

Using (8), (9), and (10), we can rewrite (11) as

ξw = (2N)−1tr
{
E
[
K1 ⊗ w1Kt

1 ⊗ wt
1 + K1 ⊗ w1Kt

2 ⊗ wt
2 (12)

+ K2 ⊗ w2Kt
2 ⊗ wt

2 + K2 ⊗ w2Kt
1 ⊗ wt

1
]

− 2GT E
[
K1 ⊗ w1Kt

1 ⊗ yt
1 + K1 ⊗ w1Kt

2 ⊗ yt
2

+ K2 ⊗ w2Kt
1 ⊗ yt

1 + K2 ⊗ w2Kt
2 ⊗ yt

2
]

+ GT E
[
K1 ⊗ y1Kt

1 ⊗ yt
1 + K1 ⊗ y1Kt

2 ⊗ yt
2

+ K2 ⊗ y2Kt
1 ⊗ yt

1 + K2 ⊗ y2Kt
2 ⊗ wt

2
]
Gt

T

= (2N)−1tr
{
GT RyyGt

T − 2GT Rxy + Rxx

}
where R represents a correlation function. For any given Fi, assumed F1 = F2,
the optimal GT can be get by setting ∂ξw/∂GT = 0, which leads to

GTopy = Rxy(Ryy)−1 (13)

Here, we have assumed that F is the identity matrix as in the local optimum
filter, and we have assumed that DCT and IDCT are lossless operations. We
can extend this relation to the original input signal at the encoder and the
reconstructed signal at the decoder. By such an extension, we can see that (13)
is in the form of the optimal Wiener filter. It is not strange because the Wiener
filter is known as the optimal solution for many restoration problems.

Fig. 5(a) shows the reconstructed image before the blocking effect is reduced.
Fig. 5(b) is the output image with the globally optimum filter. This technique
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(a)Reconstructed Image (SNR 25.38 dB) (b)Processed Image (SNR = 26.44 dB)

Fig. 5. Results for LENA

has the best performance among all the methods discussed in this paper. This
technique shows higher SNR about 1 dB than the other algorithms at 0.98 bpp.

We assumed the pre-filter is identity matrix. However, if we employ a pre-
filter, we can get better performance than the scheme without the pre-filter. A
disadvantage of this scheme is that we should know the information about the
spectrum of the input signal.

3 Simulation Results

In this section, we compare various algorithms designed to reduce the blocking
effect. For a fair comparison, each method should generate the same number
of coding bits. It is important because some methods, such as overlap method,
can generate more bits than other methods. Thus, the quantizer, with the bit
allocation according to the variances of transform coefficients, can generate the
same number of bits for various algorithms. Here, the optimized bit allocation
table depends on the encoding algorithm, but the total number of bits in the bit
allocation table should be independent of the employed algorithms. Since we do
not use entropy coding, which is lossless coding, to make a fair comparison, our
results have higher bit rate than those of standards.

Fig. 6 shows the SNR plot resulting from applying various algorithms to
LENA. In Fig. 6, there are two reasons of the small difference in SNR. One is
that SNR is not a good measure for the blocking effect, and the other is that we
assign bits by the amount of energy. The globally optimum filter has the highest
SNR value.

We define the discontinuity as the sum of absolute values of the differences
taken along the block boundaries. The discontinuity along the block boundaries
can represent the degree of the blocking effect. However, if we consider only the
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method to minimize the discontinuity, some methods such as low-pass filtering
can degrade the sharpness of the original image. While the HVS indicates the
image from the overlap method is better than that from the modified overlap
method, the discontinuity of the overlap method is larger than that of the mod-
ified overlap methods. Fig. 7 shows the discontinuities of various algorithms for
LENA. The discontinuity of the reconstructed image depends on that of the orig-
inal image. In this respect, we can say that the image has good quality as the
discontinuity converges to that of the original image. In Fig. 7, the discontinuity
of the original image is 85007 (flat line). In this respect, the globally optimum
filter shows the best quality and the LOT shows the second.

4 Conclusions

In this paper, we have tested several algorithms for reducing the blocking effect.
We have also have derived an optimal filter for reducing the blocking effect,
assuming that we have an information of the input spectrum. The resulting
post-filter is similar to the Wiener filter. If we use an estimation technique for
the input spectrum, the performance of the Wiener filter may be degraded. In
this paper, we have proposed a new criterion for comparing the degree of blocking
effect reduction. In comparisons with this new criterion, our optimal filter shows
the best result.
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Abstract. There are two conventional approaches for error concealment, i.e. the
temporal approach and the spatial approach. Normally temporal error concealment
is preferred due to its low computational complexity and good image quality
after error concealment. However, the temporal error concealment will become
ineffective for the frames at the shot boundary since the content of the frame is
much different from the reference frame before the shot boundary. To address this
problem, in the paper, we propose a novel error concealment method. First, a real
time shot boundary detection method is proposed to detect whether the current
damaged frame is at the shot boundary or not. Second, if the frame is at the shot
boundary, the spatial error concealment method is adopted to conceal the damaged
frame; otherwise, the temporal concealment method is adopted. Experimental
results show that the proposed method is efficient, effective in fine concealed
image quality, and accordingly quite suitable for kinds of video players.

1 Introduction

With the rapid development of digital TV, video conference, and computer network tech-
nology, application that concerns with video streaming in Internet is becoming more and
more popular. However, since there is no special channel for video stream transmission
in Internet, the transmission is very sensitive to channel disturbances. Besides, because
of some compression techniques utilized in MPEG-1/2/4 standards, such as variable
length coding (VLC) and temporal prediction, even a single bit error can lead to several
frames being damaged and accordingly result in extremely poor visual quality.

Various methods have been proposed to solve the problems above at both sender and
receiver. Some methods, such as data scalability, forward error correction (FEC) and
rate control at the sender, aim at avoiding error occurrence. However, error concealment
eases these problems by recovering the damaged regions caused by errors at the receiver
[1, 2, 3, 4, 5, 6, 7].

Generally there are three types of error concealment methods. In forward error con-
cealment methods [1], the decoder recovers the damaged regions relying on the redun-
dancy added at the encoder. However, the redundancy may aggravate network conges-
tion. In interactive error concealment methods [2, 3], the encoder adjusts its encoding
policy according to feedback from the decoder. In such case, encoder and decoder need
to be implemented by the same developer and thus it will limit the generality of video
streams. Due to these disadvantages of the methods above, post processing based error
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Fig. 1. Influence of shot change on temporal concealment

concealment is becoming popular [4, 5, 6, 7]. Taking into consideration the temporal
correlation in video signals, temporal error concealment methods [4, 5] recover a dam-
aged macroblock (MB) by its adjacent MBs in previous decoded frames. On the other
hand, by making use of the spatial smoothness property of video signals, the spatial error
concealment methods [6,7] interpolate a damaged block from its adjacent blocks in the
same frame.

Compared with spatial error concealment, temporal error concealment is normally
preferred due to its low computational complexity and good concealed image quality.
However, temporal error concealment will be ineffective when there are notable dif-
ferences between the damaged frame and its reference frame, especially when these
differences are caused by shot change. Figure 1 shows the influence of shot change on
temporal error concealment, where a shot change occurs at B1. It is obvious that the
visual quality will be severely bad if damaged MBs in its following frames are concealed
by MBs in P1, which is in the previous shot.

To address the problem above, in this paper, we propose an error concealment method
using shot boundary detection. Directly utilizing the information acquired during decod-
ing process, such as motion vectors of P, B-frames and direct current coefficients (DC)
of I-frame, a real time shot boundary detection method is proposed to judge whether or
not the damaged frame is a shot boundary. In the case of shot boundary, the damaged
frame is concealed by an improved Spatial Block-based Split-Match error concealment
method [4]; otherwise a Temporal Forward-Backward Block-Matching error conceal-
ment method [4] is performed.

The remainder of this paper is organized as follows. In section 2, we describe our
proposed error concealment method. Section 3 presents experimental results to show the
effectiveness of our proposed method. And the paper is concluded in Section 4.

2 Description of Proposed Method

In this section, we first introduce the error detection method and spatial/temporal error
concealment methods adopted in our method. Second, we propose the fast shot bound-
ary detection method on compressed video directly. Finally, we propose the hybrid spa-
tial/temporal error concealment method using real time shot boundary detection. Further-
more, though our proposed method is applicable to MPEG-1/4 and other video coding
standards, for easy of presentation, we take MPEG-2 coded video stream as example.
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2.1 Error Detection

Error detection is the fundamental stage for error concealment, which aims at finding
out whether an error has occurred or not, and if it has occurred, where it is.

As a MB is encoded by VLC in MPEG-2, an error in a MB is prone to influence
the following MBs in the same slice till the next slice. Moreover, since the first and last
MBs of a slice are in the same horizontal row, the damaged MB can only influence MBs
in the same horizontal row. Hence we use the pixel differences between the boundary
pixels in current MB and its two vertically neighboring MBs to detect errors. Moreover,
as the difference of U component is most notable among that of Y, U, V components
based on extensive experiments, we regard the difference of U component’s gradient as
the discrepancy criterion of a MB and its two vertically neighboring MBs.

Let TOP be sum of gradients between the last two lines of the top neighboring MB,
i.e.

TOP =
∑15

k=0 |MBi−1,j(15, k) − MBi−1,j(14, k)|,

and TOP CUR be sum of gradients between the first line of the current MB and the
last line of the top neighboring MB, i.e.

TOP CUR =
∑15

k=0 |MBi,j(0, k) − MBi−1,j(15, k)|,

where MBi,j(m, n) represents the U component’s value at pixel (m, n) of MB(i, j).
Then BOT and BOT CUR can be defined in the similar way.
Normally TOP , BOT , TOP CUR and BOT CUR are small due to the smoothness
of video frame. However, in case of error occurrence, TOP CUR, BOT CUR will
become large. Figure 2 shows an example.

To avoid false alarms, only when the following two formulas

TOP CUR > TOP × TH U ; BOT CUR > BOT × TH U

are satisfied simultaneously, the current MB is declared to be damaged. In our imple-
mentation, the threshold TH U is set to 3.
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2.2 Spatial/Temporal Error Concealment

For spatial error concealment, we adopt improved Spatial Block-based Split-Match error
concealment method [4]. Firstly, a large region (denoted as A) in damaged MB is chosen
to search the matched region in its vertically neighboring MBs. If there is no such
matched region, A is spitted into two smaller ones and the match searching is performed
for the spitted blocks. The steps are performed iteratively until the entire MB is matched.
Then concealment is performed by copying the matched region to the damaged region.

For temporal error concealment, we adopt Temporal Forward-Backward Block-
Matching error concealment method [4]. Specifically, suppose current damaged MB
is MBC , and its neighboring top and bottom MBs are MBA and MBB , respectively. In
MBC’s reference frame we search the best-matched regions MB′

A and MB′
B for MBA

and MBB , then use the region located between MB′
A and MB′

B to conceal MBC .

2.3 Fast Shot Segmentation in Compression Domain

There are lots of methods for shot boundary detection [8] and the shot boundaries can be
classified as dissolve, fade in/fade out and shot cut. Generally, dissolve and fade in/out
can last several frames, so the concealment effect will be acceptable even if we conceal
an error MB at the shot boundary by temporal error concealment method. Hence, in our
paper, we focus our attention on shot cut detection. Since here the key of cut detection is
speed not precision, we only utilize information directly obtained from decoding process.
So the shot boundary detection method will only cost a few computation and memory
resources.

Based on the principle of coding, MPEG-2 encoder will choose the most proper
coding mode (intra, forward or backward prediction) during encoding. For instance,
when a shot cut occurs, inter-prediction will fail and intra-coding is the best choice.

First, for P-frame, let RP denote ratio of the number of MBs without motion vector
(|MBnon|) and the number of those with forward motion vector (|MBF |), i.e.

RP = |MBnon|
|MBF | .

In general, as most MBs in P-frame will choose forward prediction mode to reduce
bitrate, RP is small. However, when a shot change occurs at a P-frame, because of large
differences between the current frame and its forward reference frame, most MBs in P-
frame will choose intra-coding mode, so RP is large. Thus we can detect shot boundary
at P-frame by examining RP .

For B-frame, let RB denote ratio of the number of MBs with backward motion vector
(|MBB |) and the number of those with forward motion vector (|MBF |), i.e.

RB= |MBB |
|MBF | .

Generally, as most MBs in B-frame will use bi-prediction coding mode to reduce bitrate,
RB fluctuates around 1. When a shot change occurs at a B-frame, most MBs in B-frame
use backward prediction, so RB is large. Thus we can detect the shot boundary at B-frame
by examining RB .
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In this paper, we use sliding windows to detect shot boundary at P-frame and B-
frame. For RP and RB , we set their own slide windows respectively. Here we take the
sliding window of RP for example.

Let W be a sliding window with length l, wi(i ∈ [0, l)) an element of W (namely
value of RP ), E(W ) the expectation of W , σ(W ) the mean square deviation of W ,
FrameNo the frame No of a P-frame, ShotCount the shot counter.

Sliding Window Algorithm:
1. Set FrameNo=0, ShotCount=0.
2. For each element of the window, set wi=InitialEle, (i ∈ [0, l)), i = 0, and compute

E(W ) and σ(W ).
3. If |RP (FrameNo)−E(W )| > THP ×σ(W ), goto step 4; otherwise goto step 5.
4. Shot[ShotCount] = FrameNo, ShotCount = ShotCount + 1, FrameNo =

FrameNo + 1, goto step 3.
5. W (i mod l) = RP (FrameNo), recompute E(W ) and σ(W ), i = i + 1,

FrameNo = FrameNo + 1. If last P-frame is reached, quit; otherwise goto
step 3.
In this paper, for P-frame, we set InitialEle=1000, the length of sliding window

l ∈ [8, 10], and TH P=4; for B-frame, InitialEle=1000, l ∈ [18, 22], and TH B=6.
On the other hand, the possible shot change at I-frame can be detected by the fol-

lowing method.
There are 64 DCT coefficients in each block (8×8 pixels) of a MB, the first of which

is DC coefficient (denoted as c(0, 0)). Then c(0, 0) =
∑7

x=0
∑7

y=0 c(x,y)
64 , namely, DC

coefficient is the mean of the whole block. All the DC coefficients in a frame constitute
the DC frame of the original frame. Though the resolution of the DC frame is 1/64 of
that of the original frame, it maintains most frame texture information.

We use DC frame of luminance in I-frame to detect cut change. Let Ii and Ii+1 be
two neighboring I-frames, then the difference between their DC frames is defined as:

Diff I DC(Ii, Ii+1)=
∑TotalBlock−1

k=0 |DCi
k − DCi+1

k |
There will be a great peak of Diff I DC(Ii, Ii+1) in case of shot cut. Similarly sliding
window can also be used for Diff I DC(Ii, Ii+1), where, l = 4, the threshold TH I =
3, and InitialEle = width×height×8

256 .
Since the thresholds in our detection method are set low, the shot boundary detection

method proposed can achieve high recall rate, while sometimes it will lead to false
alarms. As these alarms only make the decoder choose spatial concealment instead of
temporal concealment, the influence can be neglected.

2.4 Error Concealment Method Using Shot Boundary Detection

Our error concealment method using shot boundary detection is as follows:

Step 1: Set n = 1.
Step 2: Decode the nth frame.
Step 3: Detect whether there are errors in the nth frame. If an error occurs, goto Step 4;

otherwise goto Step 6.
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Step 4: Detect whether the nth frame is a shot boundary.
Step 5: If the nth frame is a shot boundary, spatial error concealment is performed;

otherwise temporal error concealment is performed.
Step 6: If the nth frame is the last one, quit; otherwise n = n + 1, goto Step 2.

3 Experiment Results

3.1 Experiment Setup

The data used in our experiment are digital TV programs captured by DVB card from
satellite, whose data format is MPEG-2 TS stream. The bit rate is about 4.5∼6 Mbps, and
video format is main profile/main level. When transmitting over networks, the data uses
RTP over UDP, with the RTP packet size 1128 byte. The video programs are from TVBS,
BBC, and MusicAsia stations, respectively. In our experiments we compare our proposed
error concealment method using shot boundary detection (ECSBD) with the Simple
Block-Replacing Temporal error concealment method without shot boundary detection
(SBRT) [9] and the Temporal Forward-Backward Block-Matching error concealment
method without shot boundary detection (TFBBM) [4].

3.2 Experiment Results

To evaluate our method, we only compute the mean of PSNRs of several frames at
the damaged shot boundary, while frames inside a shot are not taken into account. The
experimental results are tabulated in Table 1. It can be observed from Table 1 that our
method adaptively switches between temporal and spatial error concealment at shot
boundary, good image quality can be achieved. When the network packet loss rate is
1 × 10−3, 5 × 10−3 and 1 × 10−2, PSNR of our method is higher than that of SBRT by
1.02, 1.01, and 1.18, and higher than that of TFBBM by 0.64, 0.60, and 0.72, respectively.
While when an infrequent false alarm of shot boundary occurs, PSNR of our method
will be lower than that of TFBBM by 0.2-0.4 because of the adoption of spatial error
concealment.

Table 1. Comparison in PSNR of three methods with different packet loss rate

Sequence Number Packet Loss
SBRT TFBBM ECSBDof Shot Rate

1 × 10−3 29.93 30.26 30.89
TVBS 27 5 × 10−3 28.17 28.62 29.34

1 × 10−3 24.35 24.93 25.76
1 × 10−3 32.34 32.73 33.29

BBC 21 5 × 10−3 31.65 31.97 32.53
1 × 10−3 29.17 29.61 30.42
1 × 10−3 26.71 27.12 27.86

Music Asia 32 5 × 10−3 25.57 26.03 26.54
1 × 10−3 21.87 22.21 22.75
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(a)

(b)

Fig. 3. Error concealment effect of TFBBM (a) and ECSBD (b)
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Figure 3 shows the subjective comparison of our proposed method, i.e. ECSBD,
and TFBBM at a shot boundary. It can be visually observed that our proposed method
achieves better performance than TFBBM. Specifically, the mosaic blocks in Fig. 3A
are concealed by our proposed method.

Besides, we find that if cut shot occurs at a frame, its following P-frame and I-
frame can also detect this cut and use spatial error concealment method to avoid error
propagation. Figure 4 shows PSNR of a damaged frame (the P-frame with frame No
785) at a shot boundary and its following several frames, varying with frame No. In
Fig. 4, both the P-frame with frame No 785 and the I-frame with frame No 788 detect
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the shot boundary by their own sliding window algorithms and then adopt spatial error
concealment, respectively. So the error will not propagate after the I-frame and the
following frames can gain high PSNR. However, as TFBBM always uses temporal error
concealment, the damaged frame with frame No 785 is concealed using its reference
frame in previous shot. So the error propagates to its following frames until another
I-frame in the next GOP. For this instance, the average PSNR for all the frames showed
in Figure 4 of our method is higher than that of TFBBM by 1.39.

4 Conclusion

In this paper, we propose an error concealment method using shot boundary detection.
Making use of the information acquired during decoding process, we propose a real
time shot boundary detection method to judge whether or not the damaged frame is at
shot boundary, then adaptively make a choice between spatial error concealment and
temporal error concealment. Experimental results show that our proposed method can
achieve better performance in comparison with globally adopting a spatial or temporal
error concealment method.
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Abstract. The MPEG-2/4 AAC standard uses both long and short
windows. However, using short windows complicates the implementation
of encoders. In this paper, we propose a simple method to encode sig-
nals only with long windows. By setting all the scalefactors to be the
same, the proposed approach is fully compatible to the standard. The
objective experiments using PEAQ show that the proposed approach has
a better coded quality at 64 kbps for mono music. Subjective listening
experiments show that the proposed approach performs much better for
coding mono music at a lower bitrate of 32 kbps. Therefore, the proposed
approach is a promising alternative in coding transient signals without
using short windows.

1 Introduction

Perceptual audio coding is the mainstream of audio coding now. Audio coding
standards such as MPEG-1 [1], MPEG-2 [2],[3], and AC-3 [4], all are in this
category. In the MPEG-2 standard, two audio coding schemes are available,
namely part 3 [2] and part 7 [3]. The part 3 is designed to be MPEG-1 back
compatible (BC); whereas the part 7 is not. That is the reason that the part 7
was originally known as MPEG-2 NBC standing for Non-Back Compatible. The
part 7 was finally named as MPEG-2 Advanced Audio Coding (AAC). Subjective
(listening) experiments showed that the coding quality of AAC was better than
that of MPEG-2 BC [5]. Therefore, the development of MPEG-4 natural audio
coding [6] was largely based on the AAC coding scheme. In addition, AAC is also
getting more popular for commercial use. For example, musical tracks (songs)
sold in the Apple’s web[12] are coded using the AAC format.

In the AAC standard, a certain number of PCM samples in a channel, de-
pending on the signal type, are multiplied by a window function. Then, the
Modified Discrete Cosine Transform (MDCT) is applied to the windowed results
for time-to-frequency conversion (or subband analysis) [13]. To achieve perfect
reconstruction (PR), the second half of the PCM samples covered in the previous
window are in the first half of the current window scope. Four window types are
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used in the AAC, namely long window, short window, start window, and stop
window. Long windows are used for stationary signals to achieve higher coding
gain. On the other hand, short windows are used for transient signal for better
time resolution. In order to smoothly change the window type from a long win-
dow to a short window, an intermediate window called start window is used. Also,
a stop window is used for switching from a short window to a long window. A long
window covers 2048 samples which are converted to 1024 spectral lines after the
MDCT operation. These spectral lines, after quantization, are packed as a block
in the bitstream. In the case of short windows, 2048 PCM samples are covered
by eight consecutive short windows to obtain eight sets of 128 spectral lines to be
packed in a coded block. Both start and stop windows cover 2048 PCM samples,
therefore the windowed samples are transformed to 1024 spectral lines. The psy-
choacoustic model in the encoder determines whether the signal in the present
block is stationary or transient based on a measure called Perceptual Entropy
(PE). If the PE is greater than a threshold in a block, then this block is to be
coded using short windows. Otherwise, the block is encoded using a long window.

2 The Issue of Using Short Windows

The MPEG audio standards use different types of window to provide a mecha-
nism to switch between a higher coding efficiency and a higher time resolution.
However, this type of design makes the encoder (as well as the decoder) more
complicated. For example, in order to use short windows, the psychoacoustic
model has to calculate the Signal-to-Masking Ratio (SMR) for both long and
short windows. Based on our experiments, if the codes related to short windows
are deleted, then the psychoacoustic model can run three times faster. Moreover,
the program of the window switching part contributes about 15 % of the total
code size in the ISO’s reference software. Therefore, in terms of implementation,
it is advantageous to use only long windows in the coding process.

The first reason for using short windows is to reduce the pre-echo noise.
However, since the Temporal Noise Shaping (TNS) tool in the AAC can also be
used to control pre-echoes [7], this reason is not justified. The second reason is
to provide a higher time resolution for transient signals. Higher time resolution
is achieved by using one set of scalefactors per window so that scalefactors (and
the corresponding quantization step sizes) can be changed in a shorter time
instance. As a transient signal usually has a rapid change in waveform, coding
such a signal may require to use different scalefactors in a shorter period of
time. Unfortunately, using short windows results in lower coding gain and higher
overhead. This in turn degrades the quality of coded signal at lower bitrates. On
the other hand, if the coding bitrate is higher enough, it is not important whether
using short windows to encode transient signals or not because the quantization
noise can be controlled to an ignorable level. Therefore, using short windows in
the encoding process should be careful.
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3 The Proposed Method

Previously we have proposed an approach to use only long windows in AAC
encoding [8]. Closely examine the functionality of that approach, we found that
the number of bits used in coding each scalefactor band was roughly the same
for transient signals. This gives us a hint. For transient signals, we may assign
the number of bits to a scalefactor band solely based on the relative energy
contained in the corresponding scalefactor band. In other words, the scalefactors
in every band are assigned to be equal to the global gain, and the rate control
is achieved by varying this value. Again, recall that this type of arrangement
is carried out if the psychoacoustic model indicates that a short windows is to
be used. The complete encoding process of the proposed approach is then as
follows. The input PCM samples are passed through the psychoacoustic model
to calculate the perceptual entropy (PE). If the PE value is less than a threshold,
then the current block is encoded with a normal (conventional) encoding process.
On the other hand, if the PE value is greater than the threshold, indicating the
transient nature of the signal, then a rate control routine is executed with all
scalefactors set to be the same as the global gain.

4 Experiments and Results

We implement the proposed approach based on the ISO’s reference software be-
cause ISO’s source code is easy to obtain, read, and modify. The quantization
part of the program is modified in such a way that all scalefactors are set to the
same as the global gain if PE is greater than a threshold (+400). Other parts of
the software remains unchanged. In the following, the comparison counterparts
are also (slightly) modified from the ISO’s reference software. Since all compar-
ison methods are based on the ISO’s software, in terms of comparison they are
on the same ground.

In our previous paper [8], we show that a transient signal, as given in Fig. 1(a),
is distorted if it is coded using long windows only by setting the PE threshold of
the ISO’s reference program to infinity, as given in Fig. 1(b). Therefore, the first
experiment was to encode the same transient signal using the proposed approach
to see if coded signal is still distorted. The result, as given in Fig. 1(c), show
that the obvious distortion is no longer appear. This give us some confidence
that this approach is promising in removing an obvious distortion.

The quality assessment experiments were conducted in two parts. The first
part used the EAQUAL [11], a PEAQ [9,10] program, as the objective quality
measurement, and the second part was listening (subjective) experiments. Since
the PEAQ is mainly used to score coded music with high quality, musical signals
coded lower bitrates are scored by subjective (listening) tests.

4.1 Results of PEAQ Tests

The first part of experiments used about one hundred pieces of various types
of music. The types of music include classical music, soft music, hard rock and
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Fig. 1. (a) The transient signal under test; (b) The coded results using only long
windows; (c) The coded results using the proposed approach. The distortion is no
longer apparent.

electronic music. The musical pieces are originally recorded in mono with a sam-
pling rate of 44.1 ks/s. These pieces are then encoded with a bitrate of 64 kbps.
The comparison counterparts to the proposed approach are the following: (i) the
ISO’s reference program without modification, i.e., the PE threshold set to -1000
(called as ISO org); (ii) the ISO’s approach with the PE threshold set to +400
(called ISO 400); (iii) a long-window-only approach by setting to infinity the PE
threshold of the ISO’s program (called ISO long). The method given in [8] was
excluded from the comparison list for its incompatibility to the ISO’s standard.

The average ODG of the mentioned methods are given in Table 1. In addition,
the relative performance of the proposed approach versus one of the comparison

Table 1. Average ODG of various approaches.

Approach ISO org ISO 400 ISO long Proposed
AVG ODG -2.02 -1.70 -1.74 -1.47
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counterparts are plotted in Figs. 2 to 4. In the figures, the horizontal axis is
the ODG differences between the proposed approach and one counterpart. The
positive side of the horizontal axis represents that the proposed approach has a
higher ODG. The vertical axis represents the number of songs in each specified
range of ODG difference. Based on the figures it can be seen that the proposed
approach has a better ODG over other methods on most of the music tracks
under test. In addition, the results are consistent to our previous claim [8]: The
default value of PE threshold (-1000) of the ISO’s reference program is not a
good choice. A better value for the threshold would be +400.

Fig. 2. The ODG difference between the proposed approach and ISO 1000. The positive
number on the horizontal axis means that the proposed approach is better. The vertical
axis is the number of songs.

Fig. 3. The ODG difference between the proposed approach and ISO 400. The positive
number on the horizontal axis means that the proposed approach is better. The vertical
axis is the number of songs.
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Fig. 4. The ODG difference between the proposed approach and ISO long. The positive
number on the horizontal axis means that the proposed approach is better. The vertical
axis is the number of songs.

4.2 Results of Subjective Experiments

As we mentioned previously, the PEAQ is not intended to evaluate the sound
quality at low bitrates. To fully explore the limitation of and to subjective evalu-
ate the coded quality of the proposed approach, we also carried out the listening
experiments. The coding bitrates were set to 32 kbps and 64 kbps. The compar-
ison counterpart was the ISO 400 approach. Due to lacking of experienced audi-
ences, we used a simplified CMOS (Comparative Mean Opinion Score) method
in the experiments. Fifteen grad students were asked to give opinions after lis-
tening to three pieces of music arranged in Ref/A/B format, where Ref was the
original signal, and A and B were the two coded results. The opinion is: A is
better than B, A is equal to B, or A is worse than B. The signal coded by the
proposed method was randomly assigned to either A or B. Besides, the audiences
had no knowledge about which one was coded by the proposed method. The sig-
nals for comparison were eight pieces of music containing many strong attacks
(transient signals). The contents of the signals are listed in Table 2. The exper-
imental results are given in Table 3 and 4. Since our audiences are not trained
experts, they are unable to judge the quality difference at 64 kbps. Based on the
subjective results, it is clear that the proposed approach also has a better quality
at lower bitrates. Overall speaking, the proposed approach is better for most of
the test soundtracks from low to high bitrates. Moreover, because the proposed
approach does not use short windows, it has the implementation advantage.
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Table 2. Signals used in the experiments.

else Soft music (female vocal) michael Rock and Roll
heavy Heavy metal music sampg Soft music (male vocal)

castanets castanets harp Harpsichord
eagle Pop music song1 pop music

Table 3. The CMOS scores between the proposed approach and the ISO 400 method
at 32 kbps.

Music name Proposed approach Both equal ISO 400 Average score
better better

else 6 6 3 0.20
heavy 10 4 1 0.60

castanets 11 3 1 0.67
eagle 9 4 2 0.47

michael 8 4 3 0.33
sampg 7 4 4 0.20
harp 2 11 2 0.00
song1 1 14 0 0.07

Table 4. The CMOS scores between the proposed approach and the ISO 400 method
at 64 kbps.

Music name Proposed approach Both equal ISO 400 Average score
better better

else 4 8 3 0.07
heavy 5 6 4 0.07

castanets 4 7 4 0.00
eagle 5 7 3 0.13

michael 1 13 1 0.00
sampg 1 12 2 -0.07
harp 3 10 2 0.07
song1 1 13 1 0.00

5 Conclusions

In this paper, we have demonstrated that using only long windows in AAC en-
coding does not affect the sound quality of the coded music in most instances.
On the contrary, it improves the quality in many cases if using the proposed
approach. Since the proposed approach uses only rate-control loop in coding
transient signals, it is fully compatible with the AAC standard. Compared with
the conventional AAC encoding scheme, the proposed approach reduces the com-
plexity of the encoder, both in computation and structure aspects.
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Abstract. In MPEG-4 scalable video coding, only a small portion
of input data is coded in the base layer, and most signal components
remain in enhancement layers. In this paper, we propose a new fre-
quency weighting method to send more sensitive frequency coefficients
faithfully with respect to the human visual system (HVS). In order
to implement the frequency weighting method by bit-plane coding,
we obtain a frequency shift matrix from the HVS-based frequency
weighting matrix. We also propose a fast selective enhancement
method using coding information, such as motion vectors and residual
image blocks. By applying the proposed ideas, we have improved
visual quality of reconstructed images. In order to measure subjec-
tive image quality appropriately, we define a new error metric, called
as the just noticeable difference error (JNDE), based on the Weber’s law.

Keywords: FGS, Frequency weighting, Selective enhancement, JNDE

1 Introduction

Recently, several scalable video coding schemes have been proposed for various
transmission networks. One of them is the MPEG-4 fine granular scalability
(FGS) scheme [1]. The FGS framework has a good balance between coding ef-
ficiency and scalability while maintaining a flexible and simple video coding
structure. When compared with other error resilient streaming solutions, FGS
has also demonstrated good error resilience attributes under packet losses. More-
over, FGS has recently been adopted by the MPEG-4 standard as the core coding
method for video streaming applications.

Since the first version of the MPEG-4 FGS standard, there have been several
improvements introduced to the FGS framework [2]. First, a very simple resid-
ual computation approach was proposed. This approach provides the same or
better performance than the performance of more elaborate residual computa-
tion methods. Second, an adaptive quantization approach was proposed, and it
results in two FGS-based video coding tools: frequency weighting and selective
enhancement. Third, a hybrid-FGS scalability structure was also proposed. This
structure enables us signal-to-noise ratio (SNR) scalable, temporal scalable, or
both temporal-SNR scalable video coding and streaming [2].

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 159–166, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Figure 1 shows the encoder structure of the two-layer FGS system. In Fig. 1,
the encoder estimates the channel capacity before encoding, and compresses the
base layer using coding bits less than the channel capacity. Therefore, trans-
mission of the base layer bitstream is always guaranteed. In the base layer, the
main information of the input signal is coded in the same way as the traditional
block-based coding scheme. In the enhancement layer, the residual data that is
not coded in the base layer is divided into non-overlapping 8 × 8 blocks and
each block is DCT transformed. All the 64 DCT coefficients in each block are
zigzag-scanned and represented by binary numbers. These binary values form
several bit-planes and entropy-coded to produce the output bitstream [1,3].
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Fig. 1. FGS Encoder

Several advantages of FGS come at the expense of video quality reduction.
FGS scarifies up to 2-3 dB in SNR, compared to nonscalable video coding
scheme [4]. In order to overcome the performance degradation, we propose a
new method of frequency weighting and selective enhancement for FGS. In the
proposed frequency weighting method, we design a new frequency shifting ma-
trix based on the human visual sensitivity function. In the selective enhancement
method, the encoder decides visually important macroblocks (MB) automatically
using the motion vector and position information of MB. We also define a new
error metric to measure subjective image quality.

The paper is organized as follows. In Section 2, we describe a frequency
weighting method based on the human visual system (HVS) and its implemen-
tation by bit-plane coding. In Section 3, we explain a fast selective enhancement
method using coding information, such as the motion vector and the position
information of each MB. In Section 4, we propose a new error metric to esti-
mate the subjective image quality. After experimental results are presented in
Section 5, we conclude this paper in Section 6.



Frequency Weighting and Selective Enhancement 161

2 HVS-Based Frequency Weighting

In general, human eyes are more sensitive to low frequency components than to
high frequencies [5]. In order to improve visual quality of images, we can exploit
the modulation transfer function (MTF) that represents the importance of each
frequency component in terms of HVS. MTF can be described by

H(f) = a(b + cf)exp(−cf)d (1)

where f is the radial frequency in cycles/degree of the visual angle, and a, b, c
and d are constants. Using the convolution-multiplication property of the DCT
for a sampling density of 64 pels/degree, we can develop an 8×8 weighing matrix
representing the HVS sensitivity [5][6]. Each 8 × 8 DCT coefficient is multiplied
by the corresponding element of the frequency weighting matrix, reflecting their
importance on HVS. Fig. 2 shows a typical frequency weighting matrix [5].

0.00060.00110.00200.00320.00470.00630.00750.0160

0.00110.00220.00400.00670.0143.0.01420.01740.0374

0.00200.00400.00750.01330.02150.03110.03290.0849

0.00320.00670.01330.02460.04250.06450.08450.1856

0.00470.01030.02150.04250.07710.12440.17060.3814

0.00630.01420.03110.06450.12440.21390.30850.7023

0.00750.01740.03920.08450.1706.0.30850.45491.0000

0.01600.03740.08490.18560.38140.72031.00000.4942

0.00060.00110.00200.00320.00470.00630.00750.0160

0.00110.00220.00400.00670.0143.0.01420.01740.0374

0.00200.00400.00750.01330.02150.03110.03290.0849

0.00320.00670.01330.02460.04250.06450.08450.1856

0.00470.01030.02150.04250.07710.12440.17060.3814

0.00630.01420.03110.06450.12440.21390.30850.7023

0.00750.01740.03920.08450.1706.0.30850.45491.0000

0.01600.03740.08490.18560.38140.72031.00000.4942

Fig. 2. Frequency Weighting Matrix

In order to provide HVS-based frequency weighting, we multiply each DCT
coefficient by its corresponding element of the frequency weighting matrix.
Therefore, the frequency weighted DCT coefficient is described by

C
′
(i, j, k) = fw(i) · C(i, j, k) (2)

where C(i, j, k) represents the DCT coefficient of the i -th component in the j -th
block of the k -th MB, and C’(i, j, k) is the frequency weighted coefficient value
by fw(i) that is the frequency weight of the i -th DCT coefficient in each block.

We also convert the frequency weighting matrix to the frequency shift ma-
trix. In order to make an appropriate mapping, we select the maximum shift
factor maxn(fw) that represents the number of bits to be shifted up at the most
important DCT coefficient. In the frequency weighting matrix, weighting val-
ues are normalized by one. Therefore, the frequency weighting matrix should be
multiplied by 2maxn(fw). After scaling the frequency weighting matrix, we trans-
form it to the frequency shift matrix. As a result, the frequency shift matrix is
obtained by

nfw(i) = �log�
2 2maxn(fw) · fw(i)� (3)
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Fig. 3. Frequency Shift Matrix

where nfw(i) is a shift factor at the i -th DCT coefficient and 2maxn(fw) · fw(i) is
the scaled frequency weighting. Figure 3 shows the frequency shift matrix with
maxn(fw)=3.

Figure 4 represents the proposed frequency weighting process in the FGS
enhancement layer, where we choose four for the maximum shift factor for the
DC component.
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Fig. 4. Frequency Weighting for Enhancement Layer

3 Fast Selective Enhancement

In this section, we propose a fast selective enhancement (SE) algorithm using
coding information, such as the motion vector and the location of MB, which
can easily be extracted during the encoding process. Using this information, we
can estimate the importance of each MB by

SE = P (x, y) × ABS(mvx) + ABX(mvy) (4)

where SE is the importance of the given MB, P(x ,y) is the position of the MB,
ABS (MV ) is the absolute value of the motion vector. However, if we use only
the coding information, we may miss some visually important MBs. Generally,
if an MB is surrounded by visually important MBs, we can regard the MB as
a visually important MB. Therefore, we apply lowpass filtering to SE values in
each MB, as illustrated in Fig. 5

In Fig. 5, Vu, Hl, Hr, and Vd represent SE values of the surrounding MBs.
Lowpass filtering is performed by

SE = (2SE + (V u + V d + Hl + Hr))/6 (5)
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Fig. 5. Selective Enhancement Method

4 Perceptual Visual Quality

In this section, we define a new error metric to measure the subjective image
quality based on the human visual system (HVS).

I: initial stimulus intensity

I :noticeable difference

I+ΔI

I

Original Image

CP

SP

P0

P1

P2

P3

P4

P0+e

P0+e

Reconstructed Image

P3+e

P2+e

P1+e

P4+e

I: initial stimulus intensity

I :noticeable difference

I+ΔI

I

Original Image

CP

SP

P0

P1

P2

P3

P4

P0+e

P0+e

Reconstructed Image

P3+e

P2+e

P1+e

P4+e

Fig. 6. Weber’s Law and JNDE

According to the Weber’s law, illustrated in Fig. 6, the minimum noticeable
difference is proportional to the background intensity [7].

ΔI

I
= α (6)

In order to find the noticeable probability from the effect of the original pixel
value, we change the Weber’s law as follows [6]

ΔI

I
=

D

P
≥ α (7)

where p is the original pixel value and D is the difference between the original
and its reconstructed values at a given pixel position. If the original image has a
uniform distribution, the probability that the original pixel value is lower than
the maximum threshold value pths is represented by

PC = P (p ≤ pths) =
D/α + 1

2n
(8)
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where n represents the number of bits assigned to each pixel. The noticeable
probability PS from the effect of the surrounding pixel values is

PS =
4∑

k=1

k/4 ·4 Ck(Pe)k · (1 − Pe)4−k (9)

where Pe represents the noticeable probability between the given error pixel
and one of the neighboring pixels. k/4 is the weighting factor for the number
of k surrounding noticeable errors. As a result, the total noticeable probability
PJNDE of the given difference D is [6]

PJNDE = PC · PS (10)

Until now, we introduce the just noticeable difference error (JNDE) using the
Weber’s law. We can also represent the peak signal-to-noise ratio (PSNR) by

PSNR = 10 log10
2552

MSE
(11)

where MSE represents the mean square error between the original and recon-
structed images. In other words, MSE represents the average noise power. Ap-
plying the Parseval’s theorem, MSE can be represented in the frequency domain.

MSE =
M−1∑
k=0

N−1∑
v=0

L−1∑
i=0

α · Fo(i, v, k) − Fr(i, v, k)2 (12)

where α represents a scaling factor between the frequency and spatial domains,
and Fo(i, v, k) and Fr(i, v, k) represent DCT coefficients in the original and
reconstructed images, respectively. In Eq. (12), M is the number of MBs in the
frame, and N is the number of blocks in each MB. L denotes the number of
pixels in the block. Consequently, we define a new error metric PHV S by

PHV S =
M−1∑
k=0

N−1∑
v=0

L−1∑
i=0

α · F 2
o (i, v, k)

fw(i) · {Fo(i, v, k) − Fr(i, v, k)}2 (13)

where fw(i) the weighting factor obtained from the frequency weighing matrix
in Fig. 2.

5 Experimental Results

In order to evaluate the performance of the proposed algorithm, we use the
FOREMAN sequence, whose resolution is 352 × 288 pixels (CIF). Table 1
lists bit rates for the enhancement layers, where FW0, FW1, FW2, and FW4
represent the maximum shift factor=0, 1, 2, and 4, respectively. Table 1
indicates that the frequency weighing method provides finer scalability than no
frequency weighting method.
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Table 1. Bit Rates for Enhancement Layers

1321191428803645Base+E1+E2+E3

754105011641499Base+E2+E2

2312385056967061Base+E1+E2+E3+E4

460513522523Base+E1

373373373373Base(kbit/s)

FW4FW2FW1FW0Coded Bit-Plane

1321191428803645Base+E1+E2+E3

754105011641499Base+E2+E2

2312385056967061Base+E1+E2+E3+E4

460513522523Base+E1

373373373373Base(kbit/s)

FW4FW2FW1FW0Coded Bit-Plane

Figure 7 shows the 6th frame of the FOREMAN sequence. Fig. 7(a) is the
reconstructed image with no frequency weighting, coded at 187.4 kbps. Fig. 7(b)
is the reconstructed image with frequency weighting, coded at 165.2 kbps. From
Fig. 7, we observe that perceptual quality of reconstructed images with frequency
weighting is more acceptable than those without frequency weighting.

(a) (b)

Fig. 7. Comparison of Subjective Image Quality

Table 2. Number of Noticeable Errors

-2143,7433,5297-2143,7433,529

-3085,0554,7476-3005,0554,747

-4216,7516,3305-4286,8856,457

-4287,4146,9864-5459,4438,898

-2987,6037,3063-50412,89012,386

-56,7956,7902-1117,22217,211

2744,3474,62611,37721,01023,197

1,19112,15013,34101,19112,15013,341

JND(W-N)JND(N)JND(W)DW-NNW

-2143,7433,5297-2143,7433,529

-3085,0554,7476-3005,0554,747

-4216,7516,3305-4286,8856,457

-4287,4146,9864-5459,4438,898

-2987,6037,3063-50412,89012,386

-56,7956,7902-1117,22217,211

2744,3474,62611,37721,01023,197

1,19112,15013,34101,19112,15013,341

JND(W-N)JND(N)JND(W)DW-NNW

Table 2 lists the number of pixels at a given error (D) in both the frequency
weighing case (W ) and no frequency weighting case (N ). We use α=0.02 to
calculate the probability of noticeable error (JND (W, N )). JND (W ) is obtained
by multiply W with PJND, which is calculated by Eq. (10). In the frequency
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weighting case, most errors are concentrated in the small error (D): therefore,
we can obtain perceptually improved image quality in terms of HVS.

6 Conclusions

In this paper, we have proposed an HVS-based frequency weighting and a fast
selective enhancement methods. In the proposed frequency weighting method,
we assign frequency weighting to each DCT coefficient according to the human
visual sensitivity function. We also convert the frequency weighting matrix to
the frequency shift matrix to apply the frequency weighting method to the bit-
plane coding. In the proposed selective enhancement method, we only use the
coding information obtained in the encoding process. With the proposed ideas,
we have obtained perceptually improved image quality. We have also defined a
new error metric to measure perceptual visual quality of reconstructed images,
both in the time and frequency domains.
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Abstract. In this paper, we propose an MPEG-4 based multiview video
encoder. The main view of the sequences is encoded using the MPEG-4
encoder and the auxiliary views are encoded by joint motion and dis-
parity compensation. The output of the encoder contains multiple bit-
streams and the main bitstream can be decoded by a standard MPEG-4
decoder. Extensive experimental results show that our proposed multi-
view coding can achieve significant performance gain over the conven-
tional multiview video encoder, which is implemented by applying the
concept of the MPEG-2 Multi-View Profile (MVP) on the MPEG-4 plat-
form. The improvements come from a more efficient reference structure
and the joint estimation of disparity and motion fields in our proposed
multiview coding system. In addition, in the case of five-view encod-
ing, we also compare four different prediction structures in order to find
the best structure under certain scenarios. The proposed encoder is very
promising for the applications of video-conferencing and 3D telepresence.

1 Introduction

Researches in the fields of multimedia and virtual reality have stimulated in-
creasing interest in 3D viewing. Three or more cameras may be used to form a
multiocular system for the production of several image sequences obtained from
slightly different viewpoints. The captured stereoscopic or multiview video se-
quences can provide more vivid information about the scene structure and a 3D
feeling to the viewers through autostereoscopic display systems. Possible appli-
cations for multiview video include entertainment, education, medical surgery,
communication, sightseeing and surveillance, etc [1]. However, since the amount
of data increases dramatically with the number of views, compression is ex-
tremely important in the context of transmission and storage. Luckily, multiview
video sequences can be efficiently compressed by exploiting the high correlations
among different views, which is referred as disparity, in addition to the intra and
inter frame redundancy within each view.
� This project is funded by the University Academic Research Fund (URC) RG3/02 -

Depth-Based Video Segmentation of Nanyang Technological University, Singapore.
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As indicated by Siegel [2], practical 3D-video compression methods typically
consist of four modules: (1) coding one of the streams (the main stream) us-
ing a conventional method (e.g., MPEG), (2) calculating the disparity map(s)
between corresponding points in the main stream and the auxiliary stream(s),
(3) coding the disparity maps, and (4) coding the residuals. The MPEG-2 MVP
is a straightforward way under such purpose. As discussed in [3], there are two
prediction configurations for using MVP to encode the stereoscopic video se-
quences, where the configuration 2 has better results than the configuration 1.
The average luminance PSNR values of the MVP configuration 2 can achieve
up to 1.6 dB over the simulcast approach [4], in which each view is indepen-
dently coded. Similarly, Luo [5] proposed MPEG-2 compatible stereoscopic video
coders and adopted disparity compensation to remove the inter-channel redun-
dancy. Almost all the existing stereoscopic and multiview encoders are based on
MPEG-2. This is possibly because of the increasing demand on the applications
of stereoscopic/multiview TV.

It is expected that MPEG-4 will play an important role in the area of multi-
view video coding especially for interactive applications, e.g., navigation through
virtual 3D worlds with embedded natural video objects [5]. In our previous work
[6], we have proposed a preliminary stereoscopic video encoder based on MPEG-
4 and here we extend our work to encode multiple views with more extensive
experimental results including the comparison with the MPEG-2 MVP and the
comparison among different prediction structures.

This paper is organized as follows. The structure of the proposed system and
the implementation details are described in Section 2. The simulation results are
presented in Section 3 and finally the conclusions are given in Section 4.

2 Proposed Multiview Video Coding Scheme

2.1 Encoder Structure

New picture types are introduced for auxiliary views that use different predic-
tion methods. For simplicity, we use subscript D to represent auxiliary view
pictures corresponding to the main view picture type, to indicate that this is

B

ID

I PB

BD PDBD

B PB

BD PDBD

Fig. 1. The GOP structure
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also predicted by disparity. Figure 1 shows a simple GOP structure for stereo-
scopic video sequences that is extended from MPEG. In our proposed encoder,
users can define the GOP structure by setting the M and N parameters. Here, N
is intra distance, which is the length of a GOP, and M is the prediction distance.
The frame structure of I, P and B frames in MPEG provides the functionalities
of random access, editability and independently decodability of video segments
[2]. As shown in Figure 2, we retain the frame structure for the main view and
introduce new picture types ID, PD and BD for the auxiliary view, where ID

VOPs are predicted by disparity and PD/BD VOPs are predicted jointly by
disparity and motion fields.

Disparity vectors are encoded by DPCM and Huffman coding, which is sim-
ilar to the coding of motion vectors as in MPEG-4. Residual data after dispar-
ity/motion compensation is encoded by the block-based DCT coding as defined
in MPEG-4.

2.2 Reference Structure

View level reference structure refers to the problem of given a (n, m) pair, where n
is the total number of views and m is the number of main views, how to determine
the position of the main views. In our case, we only consider the situation that
all the views are parallel with equal distance between the adjacent pairs. The
basic principle for selecting the reference structure is based on the fact that the
further the distance between the two views is, the more occlusion occurs and the
worse the disparity estimation will be. For 2-view and 3-view video coding, the
configuration is quite straightforward. In our simulations, the left view is coded
as the main view and the right view is coded as the auxiliary view for 2-view
video. For 3-view video, the middle view is selected as the main view to provide
better prediction to the two auxiliary views.

For the 5-view video, we consider the four configurations as shown in Figure 2.
The bold lines represent the main views and the others are the auxiliary views
predicted from the main views. Config 1 adopts directly the concept from the
GOP structure in mono-view video coding. In particular, in Config 1, View 4 is
predicted from view 0, and the other views are predicted bi-directionally from
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Fig. 2. View-level prediction structures for 5-view video encoding
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BI PB

ID BD PDBD

BI PB

Fig. 3. Picture-level prediction structures for 5-view video coding

View 0 and View 4. In this way, high compression can be achieved especially
when the disparity between the views is very small. In both Config 2 and Config
3, the middle view is coded as main view and the difference is whether the
outmost views are predicted from the main view or the adjacent auxiliary views.
In Config 4, there are two main views and this is suitable for the case when the
disparity between each adjacent view pairs is very large.

Picture level reference structure considers the selection between disparity and
motion vectors, forward motion and backward motion vector, etc. The selection
is done at macroblock level based on the minimum distortion criterion. As shown
in Figure 1, the auxiliary view pictures are predicted either by disparity alone
(ID) or jointly by disparity and motion fields (PD and BD). In Config 1 and
Config 3 there’s another kind of auxiliary view which is predicted by two main
views as shown in Figure 3. In this case the ID pictures are predicted by bi-
directional disparity and the PD/BD pictures are predicted by two disparity
fields and one motion field.

3 Simulation Results and Analysis

3.1 Video Capture and Preprocessing

We captured 3-view (left, middle and right views) video data, Reading, using our
multi-camera system. The system is composed of three cameras, each controlled
by a software motion controller. The three cameras are parallel placed on a
horizontal line with an equal distance of 62 mm between two adjacent ones. For
the Reading sequences, the focus length for the three cameras is 16 mm. The
approximate object distance is 3 meters. The frame rate is 30 frames per second
and the resolution is 768 by 576 pixels. In this work, we only test the even
field of the obtained sequences, i.e., 768 by 288 pixels. The Reading sequence
has static and homogeneous background, small motion for the head and the
body, medium motion for the hands. The disparity range of Reading is very
large and the corresponding search range is set to [−64, 63] pixels, while the
motion is relatively small and the corresponding search range is [−8, 7] pixels.
The standard Train & Tunnel stereoscopic video sequences are also used for
testing our system. The Train & Tunnel sequence is 720 by 576 pixels at the
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frame rate of 25 fps. The search range for Train & Tunnel is [−8, 7] pixels for
both disparity and motion fields. The first frames of the original video sequences
are shown in Figure 4. For testing the 5-view video coding for Reading and the
3/5-view video coding for Train & Tunnel, we generate intermediate views using
the IVR algorithm [7].

The auxiliary video sequences are input to the encoder after balancing with
the main video sequence to eliminate the potential signal difference caused by
light conditions and camera differences.

(a) (b)

Fig. 4. Original video sequences, the first frame of (a) left view of Train & Tunnel and
(b) middle view of Reading.

3.2 Encoding 2-View and 3-View Video Sequences

Without loss of generality, we set the intra distance N = 9 frames and the
prediction distance M = 3 frames. Only luminance information is encoded for
all the simulations. We extend the MPEG-4 rate control scheme as defined in
MPEG-4 VM 18.0 [8] for our multiview video encoder. Three more picture types
(ID, PD and BD) are introduced and all the views are controlled using one
common buffer.

As mentioned in the introduction section, the configuration 2 of MPEG-2
MVP improves the PSNR up to 1.6 dB than the simulcast scheme. For fair
comparison, we implement the MPEG-2 MVP configuration 2 on the MPEG-
4 platform. Thus, the major difference between our proposed system and the
conventional scheme is the prediction structure of the auxiliary view and the es-
timation of disparity and motion fields for both main view and auxiliary views.
In the MVP configuration 2, the auxiliary view pictures are predicted by dis-
parity from its corresponding main view picture and by motion from its most
adjacent auxiliary view picture. The disparity and motion vectors are searched
independently using the full search block matching method.

The coding results for 2-view video encoding are shown in Table 1 and the
results for encoding 3-view video are shown in Table 2. The total BW is the
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Table 1. The comparison of the 2-view encoding results.

Sequences Total BW Proposed Conventional
(Mbps) Auxi BR(%) Overall PSNR Auxi BR(%) Overall PSNR

Train & 2 40.29 28.94 45.32 28.03
Tunnel 4 40.67 31.91 46.56 30.89

6 40.11 33.90 44.42 33.02
8 44.02 35.22 47.06 34.24

Reading 1 47.52 34.22 51.80 32.45
1.5 49.30 37.38 51.93 36.54
2 49.02 39.35 53.56 37.70

2.5 50.22 40.88 54.06 39.70

Table 2. The comparison of the 3-view encoding results.

Sequence Total BW Proposed Conventional
(Mbps) Auxi1 Auxi2 Overall Auxi1 Auxi2 Overall

BR(%) BR(%) PSNR BR(%) BR(%) PSNR
Train & 3 25.12 27.34 29.79 25.57 26.69 28.89
Tunnel 6 26.81 30.73 32.39 29.42 32.47 31.34

9 27.42 30.27 34.03 29.92 33.59 33.06
12 28.71 30.42 35.29 29.79 30.00 34.54

Reading 1.5 34.88 31.53 34.87 39.12 33.55 32.36
2 36.70 30.89 36.54 37.54 33.09 34.99
3 35.98 33.33 39.59 38.96 32.92 37.52
4 34.86 32.21 40.42 38.80 34.07 39.35

total bandwidth for all the views and the overall PSNR is obtained from the
average distortion (MSE) of all the pictures in all the views. The Auxi BR (%)
indicates the percentage of bits used by the auxiliary view. As shown in Table 1,
the proposed encoder increases the overall PSNR about 1 dB for Train & Tunnel
and 1 to 1.6 dB for Reading. For encoding three views, the PSNR gain is around
1 to 2 dB for Reading. It is interesting to see that the quality of the auxiliary view
of our proposed encoder is always better than that of the conventional encoder
although our proposed encoder uses lesser bits for encoding the auxiliary views.
One reason is that the prediction frames from the main view in our proposed
encoder has higher quality. Moreover, in our proposed system, disparity and
motion fields for the auxiliary views are obtained from joint regularization but
not by full search, which reduce the bits for coding the vectors for PD/BD

pictures. Since more bits are left for encoding the main view, the main view
quality of our proposed encoder is always better, as shown in Table 1 and Table 2.

To compare the coding results subjectively, we also show one frame of the
decoded images obtained by MPEG-4 and our proposed encoder for Reading
using the same encoding parameters in Figure 5. From these results we can see
that our proposed system is efficient for encoding the multiview video data.
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(a) (b)

Fig. 5. Decoded auxiliary view image for Reading (a) Proposed scheme and (b) Con-
ventional scheme.
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Fig. 6. Comparison of view-level prediction structures for 5-view video coding, (a)
Train & Tunnel and (b) Reading.

3.3 Comparison of Different Prediction Structures for 5-View
Encoding

The comparison of the four configurations in view-level prediction is shown in
Figure 6 (a) and (b) for Reading and Train & Tunnel, respectively. For Reading,
since the disparity range is very large, Config 4 obtains the best result, where
View 1 and View 3 are encoded as main views. Config 1 has the worst result
since the direct disparity between the two outmost views (View 0 and View 4) is
very large and thus disparity prediction for View 4 from View 0 fails. For Train
& Tunnel, since the disparity range is small, Config 1 has the best result, which
is more obvious at higher bitrates. Config 4 has the worst result since two main
views cost a lot of bits. For Config 3, the results are unstable and largely depend
on the rate control algorithm. This is because, in Config 3, View 1 and View 3
are predicted from the main view, View 2, but they are also the reference views
for View 0 and View 4 respectively. The reconstructed image qualities of View
1 and View 3 have great effects on the image qualities of View 0 and View 4.

From these simulation results, we confirm that the best view-level predic-
tion structure very much depends on the properties of the multiview video data,
i.e., the disparity range. For a small baseline distance in the applications such as
robotic stereovision, Config 1 will be a good choice. However, for a large baseline
distance, as in videoconferencing, Config 4 can achieve better performance. How-
ever, in order to fairly evaluate the different prediction structure, the rate control
algorithm needs to be well designed and finely tuned. This is under investigation.
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4 Conclusions

An MPEG-4 based multiview video encoder has been proposed in this paper,
which well exploits not only the redundancy within each view but also among
different views. The extensive experimental results have demonstrated that our
proposed encoder significantly outperforms the conventional scheme based on the
concept of MPEG-2 MVP. We have also compared different prediction structures
in the case of 5-view coding and have found that the optimal prediction structure
actually depends on the video properties, i.e., camera parameters, disparity range
and the applications.

The encoder can be easily extended to encode a various numbers of views, and
can also be extended to handle multiple video objects, given the original shape
masks of the sequences. Future work will focus on rate control for multiview
video encoder and also consider the HVS (human visual system) factor.
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Abstract. Block-based motion estimation is widely used in video compression for
exploitation of video temporal redundancy. Although effective, the process is ar-
guably the most computationally intensive step in a typical video encoder. To speed
up the process, a large number of fast block-matching algorithms (BMAs) have
been proposed for motion estimation by limiting the number of search locations
or simplifying the measure of match between the two blocks under comparison.
In this paper we propose a new BMA that measures the match by using such block
features as block mean and block variance, quantities that can be easily computed
from integral frame attributes. Experimental results show that the proposed BMA
can reduce notably the computational load and achieve compression performance
very close to that of existing BMAs using conventional block-matching measures.

1 Introduction

Motion-compensated prediction (MCP) is a popular scheme used in video compression
for exploiting the temporal redundancy between neighboring video frames. It achieves
compression by representing each frame with motion vectors compensating its scene
change with respect to a reference frame. Owing to its ease of computation and hard-
ware implementation, block-based motion estimation has attracted considerable atten-
tion and been adopted in popular video compression standards, such as H.261/3/4 and
MPEG-1/2/4, where some block-matching algorithm (BMA) is used to obtain the mo-
tion vector for each block. The most widely used BMA is probably the full search (FS)
algorithm, which estimates the motion vector for each block by matching it with all the
candidate blocks within a search window in a reference frame. Being exhaustive, the FS
algorithm achieves optimal performance, but its high computational requirement makes
it unsuitable for many real-time applications.

To reduce the computational complexity, many fast BMAs have been developed to
obtain sub-optimal matches by limiting the number of search locations in the reference
frame. These include the three-step search (TSS) [1], new three-step search (NTSS) [2],
2-D logarithm search (2-DLOG) [1], four-step search (FSS), and cross-diamond search
(CDS) [3]. These BMAs assume the match of two blocks, gauged by some block-
matching (BM) measure, decreases monotonically as the search location moves away
from the best match (i.e., the one with the optimal BM measure). As such assumption
may not hold for all cases, many of these existing BMAs share a common problem:
being trapped in a local optimum and thus degrading compression performance.

Besides limiting the number of search locations, another means to reduce the com-
putational cost of a BMA is by simplifying the BM measure evaluated at each search

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 175–183, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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location. Koga et al. [4] suggest a pixel decimation scheme for computing the BM mea-
sure based on a set of pixel patterns; they define some representative pixel patterns and
select the most suitable ones based on the content of each block. In [5], horizontal or
vertical projections of pixel values in blocks are used to compute the BM measure. The
work shares some similarity with our proposed method. However, as the computations
of these projection values and their derived BM measures are still quite intensive, the
existing projection methods can only reduce the computational complexity by a factor
equal to half of the block size (i.e., a factor of 8 for the typical 16 × 16 blocks). In
comparison, the method proposed in this paper can reduce the complexity by factors of
21-36 for a typical search window size, as we shall show later.

In this paper, we propose a fast BMA that makes use of such block features as block
mean and block variance to compute the BM measure. Specifically, each block under
consideration is partitioned into a number of sub-blocks arranged in a fixed pattern, and
the mean or variance of intensity in each sub-block is matched with that of each candidate
block. Inspired by the work of Viola et al. [6], we first compute the integral attributes
of each frame to allow for very fast computation of the proposed BM measures. In con-
junction with the FS or a fast search algorithm, our proposed BM measures can achieve
compression performance close to that using the existing sum-of-absolute-differences
(SAD) BM measure, but incurring a much lower computational cost.

2 Integral Frame Attributes

Given a video frame, let g(m, n) be a frame attribute characterizing some measure of
frame features about pixel (m, n). The integral frame attribute at pixel (m, n), denoted
as Ig(m, n), is defined as the sum of the frame attributes g(m, m)’s over the region that
is above and to the left of pixel (m, n), inclusive [6]; that is (see Fig. 1 for illustration)

Ig(m, n) =
m∑

x=0

n∑
y=0

g(x, y). (1)

Let Rg(m, n) denote the cumulative row sum of frame attributes g(m, n)’s, defined as

Rg(m, n) =
m∑

x=0

g(x, n). (2)

Defining Rg(−1, n) = 0 and Ig(m, −1) = 0, one can compute the integral frame
attribute Ig in one pass by using two recursive formulas:

Rg(m, n) = Rg(m − 1, n) + g(m, n); Ig(m, n) = Ig(m, n − 1) + Rg(m, n). (3)

Hence, for a frame with M ×N pixels, only 2MN additions are required to compute the
integral attribute, excluding the computational cost for each frame attribute g(m, n)’s.

Using this integral frame attribute, the sum of the frame attributes in any rectangular
block (hereafter referred to as block sum (BSg) for simplicity) can be computed with 3
arithmetic operations (1 addition and 2 subtractions). This can be seen from Fig. 2(a),
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Fig. 1. The value of integral frame attribute at pixel (m, n) is equal to the sum of some frame
features over the region that is above and to the left of pixel (m, n), inclusive, in the original
frame.
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Fig. 2. (a) The sum of all frame features in block D can be computed by using the four corresponding
integral frame attributes at the block boundaries. (b) It takes only (2P+1)×Q arithmetic operations
to compute the proposed SAD-BM measure for a K-block pattern.

where the BSg of block D (with support ΩD = {(x, y) : r < x ≤ m, s < x ≤ n}) can
be computed by using four corresponding integral attributes at the block boundaries as

BSg(D) =
m∑

x=r+1

n∑
y=s+1

g(x, y) = Ig(m, n) − Ig(r, n) − Ig(m, s) + Ig(r, s) (4)

Let If and If2 denote the integral frame attributes when g(m, n) is the gray-level
of pixel (m, n), denoted as f(m, n), and the square of gray-level value at pixel (m, n),
respectively. Then the block sums of pixel values and the square of pixel values, denoted
as BSf and BSf2 respectively, can be computed using (4) with If and If2 . Note that
one multiplication is required to compute the square of a pixel’s gray-level value. If
one multiplication needs three arithmetic operations [7], a total of 5MN arithmetic
operations are required to compute the integral frame attribute If2 .
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By using integral frame attribute, the block mean (BM), which is regarded as a
potential block feature, can be obtained by

BM(D) = BSf (D)/ND, (5)

where ND is the total number of pixels in block D. In addition, we can obtain the variance
of all pixel values in a rectangular block D through its BSf and BSf2 by

δ2(D) =
1

ND
BSf2(D) −

[
1

ND
BSf (D)

]2
(6)

3 Proposed Block-Matching Algorithm

Widely used as a BM measure in many existing BMA’s is the sum of absolute differences
of pixel values (SAD) between the current block and the candidate block, defined as

SAD =
N1∑
x=1

N2∑
y=1

|fc(x, y) − fr(x, y)| , (7)

where fc(x, y) and fr(x, y) denote the pixel values from the current and the candidate
block of N1 × N2 pixels, respectively.

The SAD measure generally provides good matching precision, but it is computation-
ally intensive. To minimize the number of computations required for motion estimation,
we propose in this paper to make use of the integral frame attributes to perform the block
matching. Specifically, each block under consideration is first partitioned into a number
of sub-blocks arranged in a fixed pattern, and the integral frame attributes are then used
to compute the feature of each sub-block as a BM parameter. The sub-block patterns
that we have examined are shown in Fig. 3.

(a) (b) (c) (d) (e) (f) (g) (h) (i)

Fig. 3. Example block patterns: a) 1-block, (b) 2-block, (c) 4-strip, (d) 4-block, (e) 8-strip, (f) 8-
rectangle, (g) 16-strip, (h) 16-block, and (i) SAD.

In the following, we examine three potential BM measures by using various block
features and making use of the integral frame attributes.

(1) SAD of Block Means (SAD-BM): This measure uses the BM as a BM parameter.
To locate the best-matching block in the reference frame, the BM’s of all sub-blocks
in the current block are compared with those in each candidate block. Specifically, the
sum of absolute differences between the corresponding BM’s is computed as the BM
measure, given by

SAD-BM =
∑

k

|BMc(Sk) − BMr(Sk)|, (8)
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where BMc(Sk) and BMr(Sk) denote the block means of the kth sub-blocks from the
current and the candidate blocks, respectively, and can be computed by using (5).

(2) SAD of BlockVariances (SAD-VR): This measure computes the sum of absolute
variance differences between the corresponding sub-blocks as the BM measure, given by

SAD-VR =
∑

k

∣∣δ2
c (Sk) − δ2

r(Sk)
∣∣, (9)

where δ2
c (Sk) and δ2

r(Sk) denote the variances of the kth sub-blocks from the current
and the candidate blocks, respectively, and can be computed by using (6).

(3) SAD of Block Means and Variances (SAD-MV): This is a hybrid measure
combining the above two BM measures. It consists of two parts, the sum of absolute block
mean differences and the sum of absolute variance differences between the corresponding
sub-blocks, defined as

SAD-MV =
∑

k

|BMc(Sk) − BMr(Sk)| + λ
∑

k

∣∣δ2
c (Sk) − δ2

r(Sk)
∣∣ (10)

where λ is a proper weighting factor. By verification with a large number of test se-
quences using different values of λ, we note that when λ is set to 0.02, the proposed
SAD-MV measure generally provides the best compression performance. Hence, in our
implementation of the proposed SAD-MV measure, we set λ to 0.02.

4 Computational Gains

Consider a video frame of M × N pixels, a block size of 16 × 16 pixels, and a search
window size of ±W pixels for block-matching motion estimation. Assume a block
pattern of K equal sub-blocks, partitioned into P rows and Q columns, to be used for
evaluating the BM measure (see Fig. 2(b) for illustration). To compute the proposed
SAD-BM measure, we can calculate the K BSf ’s in the current block and in each of its
candidate blocks by exploiting the adjacent property of the sub-blocks as follows. For
each column i (1 ≤ i ≤ Q), we first obtain BSf ’s of the following blocks from integral
frame attribute If with P + 1 subtractions:

BSf (Ai) = If (ci+1, r1) − If (ci, r1) (11)

BSf (Ai) +
t∑

j=1

BSf (S(j−1)×Q+i) = If (ci+1, rt+1) − If (ci, rt+1), (12)

for 1 ≤ t ≤ P . The BSf ’s of the P sub-blocks in the ith column can be computed from
the above (P +1) BSf ’s by another P subtractions. Hence, to compute all BSf ’s of the
block under comparison, we need a total of (2P + 1) × Q subtractions.

In addition, to match the current block and a candidate block, 3 × K − 1 arithmetic
operations (K subtractions, K − 1 additions, and K absolute conversions) are required
to compute the sum of absolute differences for K corresponding pairs of BSf ’s. Thus,
the number of arithmetic operations required to compute the SAD-BM measure at each
search location is equal to

CBM = 5 × PQ + Q − 1. (13)
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Similarly, by using (6), the number of arithmetic operations required to compute the
SAD-VR and SAD-MV measures at each search location can be given by, respectively,

CVR = 14 × PQ + 2 × Q − 1
CMV = 18 × PQ + 2 × Q − 2. (14)

Table 1 lists the numbers of arithmetic operations required to compute the proposed BM
measures at each search location by using different block patterns.

Table 1. Numbers of arithmetic operations required to compute the proposed BM measures at
each search location using different block patterns.

Block partition No. of operations
Pattern P Q CBM CVR CMV

1-block 1 1 5 15 18
2-block 2 1 10 29 36
4-strip 4 1 20 57 72
4-block 2 2 21 59 74
8-strip 8 1 40 113 144
8-rect 4 2 41 115 146
16-strip 16 1 80 225 288
16-block 4 4 83 231 294

It should be noted that when block-matching is performed directly on the input video
sequence, another 2MN and 5MN arithmetic operations (see Eq. (3)) are required to
compute each integral frame attribute If and If2 , respectively; moreover, the sub-block
features computed for each current frame can be reused when the frame becomes a
reference frame later.

On the other hand, when the existing SAD measure is used to match two blocks,
at each search location 16 × 16 pixel pairs are to be compared, and each comparison
requires 3 operations—a subtraction, an addition, and an absolute conversion.

Table 2 shows the total number of operations required per frame when each of the
proposed BM measures or the existing SAD measure is used for motion estimation in
conjunction with the popular FS and TSS algorithms. For a search window with size
of ±W pixels, the number of locations to be searched by the FS algorithm for each
block is equal to (2W + 1)2, and that by the TSS algorithm is 1 + 8 × �log2 W , where
�· denotes the ceil operator. Hence, in comparison to the SAD measure, the number
of the arithmetic operations required by the proposed BM measures can be reduced by
factors of 3 × (2W + 1)2/(R+C×(2W +1)2/162) and 3 × (1 + 8 × �log2 W )/(R+
C × (1 + 8 × �log2 W )/162) using the FS and TSS algorithms, respectively, where
C is the number of operations required to compute the proposed BM measures at each
search location by using different block patterns (as listed in Table 1), while constant
R is equal to 2 for the SAD-BM measure and equal to 7 for either SAD-VR or SAD-
MV measure, respectively. Fig. 4(a) plots the gain obtained by different proposed BM
measures compared with the conventional SAD measure using the FS algorithm.
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Table 2. Numbers of arithmetic operations required by the proposed BM measures and the con-
ventional SAD measure when used together with the FS and TSS algorithms, respectively.

BMA BM measure No. of arithmetic operations per frame
FS SAD 3MN × (2W + 1)2

SAD-BM 2MN + CBM × (2W + 1)2 × MN/162

SAD-VR 7MN + CVR × (2W + 1)2 × MN/162

SAD-MV 7MN + CMV × (2W + 1)2 × MN/162

TSS SAD 3MN × (1 + 8 × �log2 W �)
SAD-BM 2MN + CBM × (1 + 8 × �log2 W �) × MN/162

SAD-VR 2MN + CVR × (1 + 8 × �log2 W �) × MN/162

SAD-MV 2MN + CMV × (1 + 8 × �log2 W �) × MN/162
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Fig. 4. (a) The gain obtained by different proposed BM measures in comparison with the FS
algorithm using the conventional SAD measure. (b) Performance comparison obtained by using
the proposed BM measures computed with different block patterns for the Foreman sequence.

5 Experimental Results

We have conducted a series of experiments to evaluate the performance of the proposed
BMA. Our test sequences include ten popular CIF resolution (352 × 288) sequences,
as shown in Table 3. These sequences contain different amounts of motion and spatial
details, and have been widely tested in the research of video compression.

We conducted the experiments by using the Test Model 5 (TM5) MPEG-2 encoder
provided by the MPEG Software Simulation Group at MPEG.org [8]. For each test
sequence, we set the target bit-rate, frame rate and search window size to 1.5 Mbits/s,
30 frames/s and W = 15, respectively.

The first set of experiments was conducted to evaluate the compression performance
of different proposed BM measures by using various block patterns as shown in Fig. 3.
Fig. 4(b) shows the average PSNR results for the Foreman sequence obtained by us-
ing the three proposed BM measures in conjunction with the FS algorithm. The results
show that, in comparison with the existing SAD measure, our BM measures can re-
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Table 3. PSNR results (in dB) of ten test sequences obtained by the FS and TSS algorithms using
the proposed BM measures with the 4-block pattern and the existing SAD measure

FS TSS
Sequence SAD BM VR MV SAD BM VR MV
Coastguard 34.5 33.6 32.9 34.0 34.3 33.4 32.7 33.9
Container Ship 38.8 38.6 37.9 38.8 38.8 38.7 38.4 38.8
Flower Garden 29.4 28.7 27.8 29.1 28.8 27.8 27.0 28.5
Football 29.5 28.9 28.4 29.2 29.2 28.8 28.4 29.0
Foreman 37.1 36.4 35.9 36.7 36.6 36.1 35.7 36.3
M & D 41.1 41.0 40.7 41.0 41.1 41.0 40.8 41.0
News 41.5 41.4 41.2 41.4 41.5 41.3 41.2 41.4
Stefan 31.8 30.9 30.1 31.4 30.9 30.3 29.6 30.9
Tempete 31.5 31.0 30.4 31.3 31.5 31.1 30.8 31.3
Tennis 30.6 30.0 29.5 30.2 30.3 30.1 29.6 30.2

duce a significant computation load in motion estimation without degrading much the
compression performance. It is noted that, although more computationally intensive, the
SAD-VR measure cannot provide a better compression performance as compared with
the SAD-BM measure. However, when block variances are combined with block means
with a proper weighting factor, the SAD-MV measure is able to perform better than
SAD-BM. The computational complexities of the SAD-VR and SAD-MV measures are
much higher than that of SAD-BM measure.

In addition, the performance improves as the number of the sub-blocks increases (i.e.,
the size of each sub-block decreases), for the reason that the video spatial variations can
be gauged more closely when block-matching is evaluated based on means and variances
in smaller sub-blocks. However, it is also evident that only a marginal performance gain
can be obtained by using block patterns with sizes of sub-blocks smaller than that of the
4-strip or 4-block pattern. Particularly, the performance of the 4-strip or 4-block pattern
is only a little worse than that of the 8-strip or 8-rect pattern, whereas the complexity is
substantially better. In other words, the 4-strip and 4-block pattern can provide a good
tradeoff between the complexity and compression performance.

In another set of experiments, we encoded the ten test sequences using the proposed
BM measures with the 4-block pattern and the existing SAD measure in conjunction
with the FS and TSS algorithms. The group-of-pictures (GOP) of each encoded sequence
consists of one intra-coded frame followed by nine predictive-coded frames. For com-
parison, the PSNR results of the proposed BM measures are provided in Table 3. The
results show that, incurring a much lower computational cost, the proposed BM measures
can perform comparably to the existing SAD measure. Specifically, the average PSNR
results obtained by the proposed SAD-BM measure are only about 0.5 dB and 0.4 dB
inferior to those obtained by the existing SAD measure when applying the FS and TSS
algorithms, respectively. The computational gains compared with the conventional SAD
measure in conjunction with the FS and TSS algorithms are 36 and 21, respectively.
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Abstract. Very low bit-rate video coding using arbitrary shaped pat-
terns to represent moving regions in macroblocks has very good potential
for improved coding efficiency. For any pattern based coding similarity
threshold is used as a matching criterion between a moving region and
a pattern. This metric together with quantization can control the cod-
ing efficiency curve. Unlike the quantization step size, the benefit of this
metric is that it does not need to be transmitted any information in
the decoder. Finer changes of coding efficiency curve can be possible by
changing the similarity threshold instead of changing the quantization
level, as a result a number of bits will be reduced. In this paper, we
investigate the coding efficiency curves of different similarity thresholds.

1 Introduction

Reducing the transmission bit-rate while concomitantly retaining image quality
continues to be a challenge for efficient video compression standards, such as
H.263 [5], MPEG-2 [3].These standards are however inefficient while coding at
very low bit-rate (VLBR) (≤ 64 Kbps) due to inability to encode moving ob-
jects within a 16 × 16 pixel macroblock (MB) during motion estimation (ME),
resulting in all 256 residual error values being transmitted for motion compensa-
tion (MC) regardless of whether there are moving objects. H.264/AVC standard
[6] extended this block based motion compensated coding idea by introducing
variable-block size (from 16×16 to 4×4 ) to approximate the shape of the moving
objects within the MB more accurately. It requires a separate motion vector for
each partition and the choice of partition size and the number of partition types
has a significant impact on coding efficiency. It can be easily observed that the
possibility of choosing smaller partition sizes diminishes as the target bit rate is
lowered. Consequently, the coding efficiency improvement due to MB partition-
ing can no longer be realized for a VLBR target as larger partition sizes have
to be chosen in most of the cases to keep the bit-rate in check at the expense of
inferior shape approximation.

To address this problem, Fukuhara et al. [1] first proposed pattern based
coding using four MB-partitioning patterns of 128-pixels each. By treating iden-
tically each MB, irrespective of its motion content, also resulted in a higher

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 184–191, 2004.
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bit-rate being incurred for those MBs which contained only static background
or had moving object(s), but with little static background. In such cases, the
motion vectors for both partitions were almost the same and so only one could
be represented.

Fig. 1. The pattern codebook of 32 regular shaped, 64-pixel patterns, defined in 16×16
blocks, where the white region represents 1 (motion) and black region represents 0 (no
motion).

The MPEG-4 [4] video standard first introduced the concept of content-based
coding, by dividing video frames into separate segments comprising a background
and one or more moving objects. To address the limitations of [1], Wong et al.
[14] exploited the idea of partitioning the MBs via a simplified segmentation
process that again avoided handling the exact shape of moving objects, so that
popular MB-based motion estimation techniques could be applied. Wong et al.
classified each MB into three distinct categories: 1) Static MB (SMB): MBs that
contain little or no motion; 2) Active MB (AMB): MBs which contain moving
object(s) with little static background; and 3) Active-Region MB (RMB): MBs
that contain both static background and part(s) of moving object(s). SMBs and
AMBs are treated in exactly the same way as in H.26X. For RMB coding, Wong
assumed that the moving parts of an object may be represented by one of the
eight predefined patterns P1 − P8 in Figure 1. An MB is classified as RMB if by
using some similarity measure, the part of a moving object of an MB is well cov-
ered by a particular pattern. The RMB can then be coded using the 64 pixels of
that pattern with the remaining 192 pixels being skipped as static background.
Successful pattern matching can theoretically therefore have a maximum com-
pression ratio of 4:1 for any MB. The actual achievable compression ratio will
be lower due to the computing overheads for handling an additional MB type,
the pattern identification numbering and pattern matching errors.

Other pattern matching algorithms have been reported [8]–[12]. Figure 1
shows the complete 32-pattern codebook. The performance of the RTPS algo-
rithm [10] has been shown to be superior to all existing pattern matching algo-
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Fig. 2. Patterns extracted from video sequences by ASPS algorithm.

rithms. RTPS(4) for example, improved the peak signal to noise ratio (PSNR)
value by up to 0.81dB compared with the Fixed-8 [14] algorithm and up to
1.52dB in comparison with H.263.

Paul et al. proposed an efficient Pattern Excluded Similarity Metric [12]
and a content based Arbitrary Shaped Pattern Selection (ASPS) algorithm [11]
which firstly extracted patterns from the actual video content without assuming
any pre-defined shape and then used these extracted patterns to represent the
RMB using a similarity measure as in all other pattern matching algorithms.
Figure 2 shows the patterns generated by ASPS algorithm from some standard
video sequences.

The ASPS algorithm like any other pattern based coding algorithm uses a
similarity threshold to match a moving region with a pattern. ASPS algorithm
with larger similarity threshold can capture more RMBs and as a consequence
the bit-rate will be lower and the image quality will also be lower. On the other
hand ASPS algorithm with smaller similarity threshold will capture less number
of RMBs and as a result the bit-rate will be higher with image quality. In this
paper we investigate the performance of ASPS algorithm for various similarity
thresholds.

This paper is organized as follows. The video coding strategy using the ASPS
algorithm is described in Section 2, while some simulation results are analysed
in Section 3. Importance of similarity threshold is discussed in Section 4. Some
future works and conclusions are provided in Section 5.

2 Pattern Based VLBR Coding

Prior to video coding, a pattern codebook (PC) has to be constructed. The ASPS
algorithm performs this in two phases. In first phase, the PC is formulated on
the basis of the actual video content, while in the second phase, the coding is
undertaken using this content-dependent PC.
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Fig. 3. The ASPG algorithm.

2.1 PC Generation

Let Ck(x, y) and Rk(x, y) denote the kth MB of the current and reference frames,
each of size Wpixels×Hlines, respectively of a video sequence, where 0 ≤ x, y ≤
15 and 0 ≤ k < W/16×H/16. The moving region Mk(x, y)of the kth MB in the
current frame is obtained as follows:

Mk(x, y) = T (| Ck(x, y) • B − Rk(x, y) • B |) (1)

where B is a 3 × 3 unit matrix for the morphological closing operation • [2] [7],
which is applied to reduce noise, and the thresholding function T(v) = 1 if v > 2
and 0 otherwise.

If 8 ≤ ∑Mk < TS + 64 where TS is a similarity threshold, then the kth
MB is defined as a candidate RMB (CRMB). The Arbitrary Shaped Pattern
Generation (ASPG) algorithm detailed in Figure 3 then generates the PC of
P1, . . . , Pλ using all CRMBs and user-defined pattern size λ. Any clustering
method, such as Fuzzy C-Means (FCM) can be used in the ASPG algorithm.
The clustering method classifies all CRMBs into classes using the gravitational
centre (GC), which is defined as follows: Let G(A) be the GC of a 16×16 binary
matrix A, such that

G(A) =

∑15
x=0
∑15

y=0 xA(x, y)∑15
x=0
∑15

y=0 A(x, y)
,

∑15
x=0
∑15

y=0 yA(x, y)∑15
x=0
∑15

y=0 A(x, y)
(2)
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By using FCM, those CRMBs with less inter GC distance are placed in the same
class. The ASPS algorithm then adds all the corresponding ’1’s of those CRMBs
in the same class to provide the most populated moving region. To create the
64-most populated moving regions as a pattern, only the first 64-pixel positions
are assigned ’1’ with all the rest assigned ’0’.

Algorithm PBC(PC)

Parameters: PC is the given pattern codebook.Return: Coded bitstream.

For each frame to be coded with motion compensation
For each k -th MB in the current frame

If |Mk|1 < 8 then classify the block as SMB and skip from coding.
Else if 8 ≤ |Mk|1 < TS + 64 and (4) is satisfied then classify the

block as RMB and code the index of pattern Pi and the moving
region covered by this pattern using ME and MC while static
region is skipped.

Else classify the block as an AMB and code it using full ME and
MC as is done in H.264.

Fig. 4. The general Pattern based video coding (PBC) algorithm.

2.2 Actual Coding

Let |Q|	 be the total number of � ’s in the matrix Q. Similarity of a pattern
Pn ∈ PC with the moving region in the kth MB can be defined efficiently [12]
as

Sk,n = |Mk|1 − |Mk ∧ Pn|1 (3)

Clearly, higher the similarity lower will be the value of Sk,n. The CRMB is
classified as an RMB and its moving region is represented by a pattern Pi such
that

Pi = arg min
∀Pn∈PC

(Sk,n|Sk,n < TS) (4)

where TS is the predefined similarity threshold; otherwise the CRMB is classified
as an AMB.

For a given PC, an image sequence is coded using the general pattern based
coding (PBC) algorithm in Figure 4. To avoid more than one 8×8 block of DCT
calculations for 64 residual error values per RMB, these values are rearranged
into an 8 × 8 block. It avoids unnecessary DCT block transmission. A similar
inverse procedure is performed during the decoding.
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3 Simulation Results

To compare the performance of both the ASPS algorithm with different similarity
thresholds and H.264 standard we tested a large number of standard and non-
standard video sequences of QCIF digital video formats [13]. For the purposes of
this paper, experimental results are presented using the first 100 frames of four
standard video test sequences. Full-search, half-Pel, and variable block-size ME
and MC were employed to obtain the encoding results using the ASPS approach
and H.264 standard. The ASPS algorithm used λ = 8.
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Fig. 5. (a) Percentage of increased RMBs by ASPS algorithm while similarity thresh-
olds are changes from 8 to 16, 16 to 24, 24 to 32, and 32 to 40; (b) Percentage of SMBs,
RMBs, and AMBs by ASPS algorithm where similarity threshold is 16.

Figure 5(a) shows the percentage of increased RMBS by ASP algorithm when
similarity threshold changes from 8 to 16, 16 to 24, 24 to 32, and 32 to 40. We
observed the diminishing trends of increasing the RMBs when the similarity
threshold is already large. The original percentages of different MBs generated
by ASPS algorithm are shown in Figure 5 (b) where similarity threshold is 16.
Note that a rough idea about the motion involvement in a particular video
sequences can be concluded by observing the relative number of MB types. For
example, the motion involvement of carphone is much greater than salesman
sequence as the AMB and RMB of carphone are larger than that of Salesman.

The coding performance of the ASPS algorithm like any other pattern based
video coding algorithm depends on the value of the similarity threshold. The
ASPS algorithm with larger similarity threshold can capture more RMBs and as
a consequence the bit-rate will be lower and the image quality will also be lower.
On the other hand ASPS algorithm with smaller similarity threshold will capture
less number of RMBs and as a result the bit-rate will be higher with image
quality. Figure 6 shows the coding efficiency curves by ASPS algorithm with
various similarity threshold denoted by parameter as well as H.264 standard.
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Fig. 6. Coding performance comparisons for four standard test video sequences by
ASPS algorithm with various similarity thresholds denoted by parameter and H.264
standard.

4 Importance of Similarity Threshold

The similarity threshold has a greater role in controlling the bit-rate over a lim-
ited bandwidth channel. Normally a video coding algorithm control the bit rate
by increasing or decreasing the Quantization level and amount of quantization
changes are coded together with video data. In Figure 7 we observed that dif-
ferent similarity thresholds provide different bit rates. But no bits are needed
to send in the decoder end about the changes of the similarity threshold. Thus,
an adaptive ASPS algorithm can control the bit rate by changing the similar-
ity thresholds instead of changes the quantization level and as a result a large
number of bits will be saved. However, the different quantization level is needed
where a large change of bit-rate is required.

5 Future Works and Conclusions

Video coding using arbitrary shaped patterns to represent the moving region
in macroblocks performed better than the H.264 standard especially for very
low bit rate video coding because the former represents an MB by a smaller
size moving region covered by the best available pattern that approximates the
shape of the region more closely and hence, requiring no extra motion vector,
which is not the case with the latter. For any pattern based coding including
ASPS algorithm, similarity threshold is used as a matching criterion between
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a moving region and a pattern. This metric together with quantization level
can control the coding efficiency curve. Unlike the quantization step size, the
benefit of this metric is that it does not need to be transmitted any information
in the decoder end. Finer changes of coding efficiency curve can be possible by
changing the similarity threshold instead of changing the quantization level as
a result a number of bits will be reduced. But the existing ASPS algorithm
cannot select the suitable similarity threshold for the channel requirements. We
are investigating to design an adaptive ASPS algorithm which can utilize the
various similarity thresholds to control the bit-rate instead of quantization level
in finer adjustments.
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Abstract. Compared with previous video coding standards,
H.264/AVC employs a division-free quantization scheme. The re-
lation between quantization parameter and quantization step changes
from general linear to exponential as well. In this paper, we first analyze
the relation between rate and quantization step-size and derive a new
rate-distortion (R-D) model. An efficient rate control scheme is then
developed based on the new R-D model. The proposed rate control
scheme is implemented into the H.264/AVC reference software, with
which the better coding performance can be achieved. Experimental
results show that the PSNR of the proposed rate control scheme is
averagely 0.23dB over the current rate control scheme in H.264/AVC
test model and 0.41dB over the coding scheme with fixed quantization
parameter, and meanwhile, the complexity of the proposed rate control
scheme is much lower than the original one.

1 Introduction

Rate control plays an important part in any standard-compliant video codec.
Without rate control, any video coding standard would be practically useless.
As a conse-quence, a proper rate control scheme was usually recommended for
a standard during the development, e.g. TM5 [1] for MPEG-2, TMN8 [2] for
H.263 and VM8 [3] for MPEG-4, etc. H.264/AVC is the newest international
video coding standard, and some work about rate control has been done for
H.264/AVC too. In [5], a rate control scheme based on VM8 has been proposed
to and adopted by H.264/AVC test model. In our previous work [6], rate distor-
tion optimization and hypothetical reference decoder (HRD) have been jointly
considered in rate control implementation process, part of which has also been
adopted by H.264/AVC test model.

Generally, the rate control can be implemented in two steps. The first step
is to allocate appropriate bits for each picture. The bit allocation process is
� This paper has been partly supported by NSFC(60333020) and National Hi-Tech

Research Program(2002AA119010).
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constrained by a HRD model defined in the standard specification. The second
step is to adjust quantization parameter (QP) for each coding unit (e.g. the
macroblock) so as to fulfill the target bitrate constraint. In other words, the key
point is to find the relation between the rate and QP. Since the source distortion
is closely related with the quantization errors as well as the QP, the relation
between rate and QP is usually developed based on a rate-distortion (R-D)
model. For example, in TM5 a simple linear rate-distortion model is introduced.
In TMN8 and VM8, the more accurate R-D models are used, which can reduce
rate control error and provide better performance but have relatively higher
computational complexity. In [4,7], the relation between rate and QP is indirectly
represented with the relation between rate and , where is the percent of zero
coefficients after quantization. In [8] and [9], a modified linear R-D model with
an offset indication overhead bits is used for rate control on H.26x.

In conclusion, these rate control schemes are mostly associated with the
true relation between rate and quantization parameters in the video codec.
Since many coding tools in H.264/AVC, in particular the quantization scheme,
differ from the previous video coding standards, it is desirable to derive the
new relation between the rate and distortion as well as QP for rate control
on H.264/AVC. This paper is an extension and refinement of our previous re-
searches. The quantization scheme in H.264/AVC is first fully studied to reveal
the true relation between rate and quantization parameter and derive the new
R-D model. Based on this new R-D model, a macroblock-layer rate control is
proposed and implemented on the H.264/AVC reference software while with
lower complexity compared with current rate control scheme [5] in H.264/AVC.
Because the complicated MAD prediction and R-D model in [5] makes it difficult
to be used in real time encoder.

The rest of the paper is organized as follows. Section 2 presents the de-
tailed analysis on the quantization scheme in H.264/AVC, and then describes
the proposed R-D model. In Section 3, the strategy of the proposed rate control
algorithm is described. The experimental results are presented in Section 4. And
finally, Section 5 concludes this paper.

2 Quantization Scheme in H.264/AVC

Before we present the proposed rate control algorithm, we first make a study on
the quantization scheme and the rate-distortion relation in H.264/AVC. Above
all we should distinguish QP and quantization step-size (referred to as Qstep

hereafter). QP denotes the quantization scale indirectly, whereas Qstep is the
true value used in quantization. In the previous video coding standards, the
relation between QP and Qstep is usually linear. For example, in H.263 quanti-
zation scheme, in terms of the quantization parameter QP, a coefficient COF is
quantized to:

LEV EL = { |COF |/(2 × QP )
|COF − QP/2|/(2 × QP ) (1)
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Fig. 1. The relation between QP and Qstep in H.264/AVC

where quantization step-size Qstep = 2QP . However, in H.264/AVC, the rela-
tion between QP and Qstep is that Qstep = 2(QP/6), as shown in Fig. 1. The
underlying reason for this change is that an integer transform and division free
quantization scheme is adopted by H.264/AVC. In H.264/AVC, the following
integer transform is used to do transformation [10]:

Y =

⎡⎢⎢⎣
1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1

⎤⎥⎥⎦
⎡⎢⎢⎣X

⎤⎥⎥⎦
⎡⎢⎢⎣

1 2 1 1
1 1 −1 −2
1 −1 −1 2
1 −2 1 −1

⎤⎥⎥⎦ (2)

Since the integer transform is not a unitary matrix, Y must be normalized
as follows:

W =

⎡⎢⎢⎣Y

⎤⎥⎥⎦⊗

⎡⎢⎢⎣E

⎤⎥⎥⎦ =

⎡⎢⎢⎣Y

⎤⎥⎥⎦
⎡⎢⎢⎣

a2 ab a2 ab
ab b2 ab b2

1 −1 −1 2
1 −2 1 −1

⎤⎥⎥⎦ (3)

where a=1/2, b=1/
√

10. In H.264/AVC, in terms of quantization parameter QP,
the transform normalization combining with the quantization is implemented for
division free as:

LEV ELi,j = round(Wi,j/Qstep) = round(Yi,jSi,j/2qbits) (4)

where Si,j/2qbits =Ei,j/Qstep, Qstep =2((QP−4)/6) and qbits=15+floor(QP/6).
To model the relation between the rate R and the quantization step-size

Qstep as well as quantization parameter QP, we make the statistics as follows.
Figure 2 shows the relations of R − (1/QP) and R − (1/Qstep) for the News
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Fig. 2. The relation between R and 1/QP(1/Qstep) on News and Foreman.

sequence, respectively, wherein R denotes the bits for coefficients of luma and
chroma components. Table 1 shows the statistics on the Foreman sequence. The
correlation factor ρR−(1/QP ) for R and 1/QP is 0.991, and the correlation fac-
tor ρR−(1/Qstep) for R and Qstep is 0.999. Though R and 1/QP is also highly
linear-correlated, the sum of squared error (R′

i is the linear aproximation of Ri

according to the linear model resolved by least square error multiplier) for the
linear approximation of R − (1/QP) is much larger than that of R − (1/Qstep).
Test results on other sequences also show the similar statistical result. More
experiments on some other sequences also prove the similar results.

Table 1. Experimental results on News

QP 18 20 22 24 26 28 30 32 34 36 40
R 105.7 83.88 64.65 48.11 36.07 26.53 19.17 13.69 10.05 6.944 3.324

ρR−1/QP 0 .991
ρR−1/Qstep 0 .999∑
(R − R′)21/QP 2 36.003∑

(R − R′)21/Qstep
1 5.1208

Therefore, we can draw a conclusion that the relation between R and 1/Qstep

can be thought as linear in H.264/AVC. The R−Qstep model is then derived as:

Rt
i = KtSADi/Qstepi + Ct, t = I, P, B (5)

where Rt
i is the estimated number of bits of a macroblock, SADj is the sum of

absolute difference of a motion compensated macroblock. The first item reflects
the bits used to code transform coefficients. The second item is the bits used to
code header information of a macroblock. Compared with the linear R-D model,
e.g. R-QP model in TM5, the R − Qstep model is more accurate for H.264/AVC
due to the new quantization scheme.

3 Rate Control Algorithm

In the previous section, a linear R − Qstep model has been proposed to reveal
the relation of rate and quantization step-size in H.264/AVC. In this section,
an efficient rate control scheme for H.264/AVC is presented. Concretely, the
proposed rate control algorithm is performed as follows:
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Step 1. Bit allocation.
In this step, a target bit is allocated to each picture in a group of picture (GOP)
as TM5. For the first I/P/B picture, bit allocation is not performed, and a
fixed QP t

0 is then used. After coding the picture, parameters Xt
0, Kt and Ct are

initialized, respectively.

Xt
0 = St

0Qstep
t
0 = St

02
((QP t

0−4)/6)), Ct = Bhead and

Kt = BcoeffQstep
t
0/SADt = Bcoeff2((QP t

0−4)/6))/SADt (6)

St
0 is the coded bits of the frame; SADt is the average SAD of all macroblocks

in the frame; Bhead is the average header bits for a macroblock, including motion
and mode information; and Bcoeff is the bits used to code luma and chroma
coefficients. Set jt = 0 for the first picture with type t, which is used to update
Kt in the R-D model. Set K1 = KK0 = Kt, C1 = CC0 = Ct. N t is the number
of t type pictures in the current GOP.

Step 2. Initialization of the current macroblock.
In this step, we initialize some parameters. Let i = 1 for the first macroblock.
Assume B1 is the number of available bits for coding this frame, and L1 is the
number of remained not coded macroblocks in the current frame.

Step 3. Rate distortion optimization mode selection for the current macroblock.
If the current macroblock is the first one in a frame, QP is set to be the av-
erage quan-tization parameter QPprev of previous frame; otherwise, if Bi/Li <
Ct, QP = QPprev, else a new Qstep for the current macroblock is calculated as:

Qstep = KtSADi − 1/(Bi/Li − Ct) (7)

Therefore, QP = round(6log2Qstep) + 4. QP is then clipped with:

QP = min(max(QPprev − 3, QP ), QPprev + 3) (8)

QP must be clipped to be in the range from 0 to 51. The new QP is used in
the coding mode selection of the current macroblock.

Step 4. Counter updating.
In this step, the remaining bits and the number of not coded macroblocks of the
frame are updated as follows:

Bi+1 = Bi − Ri, andLi+1 = Li − 1

Assume MB CNT is the total number of macroblocks in the frame. If i =
MB CNT , all macroblocks in the frame are coded; otherwise, let i = i + 1, and
go to Step 2.

Step 5. R-D model parameter updating.
The R-D mode parameters K and C are updated similar to [2], but at frame
level. First calculate:

K ′ =
RC,nQstep

SADt
nMB CNT

, C ′ =
Rn − RC,n

MB CNT
(9)
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where RC,n is the number of bits spent for the luminance and chrominance of the
nth picture with picture type t. If (K ′ >= 0andK ′ <= threshold), set jt = jt+1
and:

KKjt = KKjt−1(jt − 1)/jt + K ′/jt, CCn = CCn−1/n + C ′/n (10)

Kt and Ct are updated as a weighted average of the initial estimates and the
current average:

Kt = KKjtn/N t + K1(N t − n)/N, Ct = CCnn/N t + C1(N t − n)/N t (11)

4 Experiments and Results

In order to evaluate the performance of the proposed algorithm, some ex-
periments have been done on the typical test sequences. Three rate control
schemes, i.e. the proposed rate control scheme, the modified TM5 rate control
scheme with some parameters adjustment for H.264/AVC and the rate con-
trol scheme currently adopted in H.264/AVC test model are implemented on
the same H.264/AVC reference software, respectively. The comparisons are then
performed among these rate control schemes and fixed QP coding.

The experimental results are listed in Table 2. According to the table, we
can see that the proposed algorithm can effectively control the bit-rate at dif-
ferent resolution, frame rate, and meanwhile it can also achieves better coding
efficiency than the rate control schemes and fixed QP coding. The maximum
improvement compared to the current rate control in H.264/AVC test model [5]

Table 2. Experimental results on test sequence

Sequence Squence Target Rate Control Coded PSNRY I mprovement over
Type Bit-rate Scheme Bit-rate (dB) ( dB)

(kbps) (kbps) [5] TM5 Fixed QP
News QCIF 10.19 Proposed 10.19 28.78 0.48 0.98 0.78

10f/s, IPP [5] 10.23 28.30
TM5 10.20 27.80

None(Fixed-QP) 10.19 28.00
Foreman QCIF 98.00 Proposed 97.76 36.35 0.06 0.50 0.25

15f/s, IBBP [5] 97.76 36.29
TM5 98.00 35.85

None(Fixed-QP) 98.00 36.10
Container QCIF 12.84 Proposed 12.92 33.56 0.15 0.71 0.46

10f/s, IPP [5] 12.99 33.41
TM5 13.15 32.85

None(Fixed-QP) 12.84 33.10
Bus QCIF 93.84 Proposed 93.87 30.78 0.24 0.53 0.13

30f/s, IPP [5] 93.88 30.54
TM5 94.36 30.23

None(Fixed-QP) 93.84 30.65
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is 0.48dB and the average improvement reaches 0.16dB. Since the proposed al-
gorithm only employs a simple linear model without performing the complicated
MAD prediction, the complexity is also much lower than the current rate control
in H.264/AVC test model. Compared with fixed QP coding, the proposed rate
control can further improve coding efficiency with the average PSNR improve-
ment reaching at 0.45dB. Compared with the modified TM5 implementation in
H.264/AVC, the improvement is up to 0.98dB.

In Fig. 3, the rate-distortion curves of the proposed rate control, TM5, current
rate control in H.264/AVC test model and fixed QP coding are shown, respec-
tively. From the curves we can see that the proposed rate control can achieve
better performance than any other schemes, which demonstrates that the R-
D model in the proposed rate control scheme is more accurate for H.264/AVC
video coding. Since the bits of coding the motion vectors play a part in the over-
all rate, the motion in the sequence may also influence the rate control scheme.
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For the News sequence with small motion, the proposed rate control can achieve
much better performance than the other schemes. The performance is almost
the optimum. For the Foreman sequence with high motion, the performance of
the proposed scheme is also a little better than the other schemes, which demon-
strates that the proposed R-D model is still more accurate than the others even
for the sequence with high motion.

Figure 4 shows the PSNR per frame in terms of the Foreman sequence.
The figure further indicates that the proposed rate control scheme shows better
performance and has improved the coding efficiency of the original H.264/AVC
test model.

5 Conclusion

This paper has presented a detailed study on the quantization scheme in
H.264/AVC, from which a more accurate rate distortion model has been derived.
Based on the proposed rate distortion model, an efficient rate control scheme
has been proposed for H.264/AVC video coding. The experimental results have
shown that the proposed scheme can further improve the coding efficiency of the
original H.264/AVC test model. In addition, the proposed rate control scheme
can also outperform the current rate control scheme in H.264/AVC test model,
and meanwhile its computational complexity is also lower.
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Abstract. Advance Video Coding standard (AVS) [1] is the standard
for compression and decompression in digital audio and video multime-
dia. The AVS Working Group was approved by the Science and Tech-
nology Department of Ministry of Information Industry of china on June
2002. AVS has employed a 4-tap interpolation FIR filter in its motion
compensation (MC) part for high coding efficiency. But it is accompa-
nied by increasing the complexity in calculation and memory access.
And this problem makes MC one of the bottlenecks in the AVS system’s
VLSI implementation, especially for SDTV or HDTV which aggravate
the problem heavily. Unfortunately, most FIR filter [3-5] have too low
of input bandwidth to deal with it. In this paper, an efficient architec-
ture for MC interpolation is described, and experimental results show
that this architecture satisfies AVS decoder applications such as SDTV
or HDTV.

1 Introduction

Compared with previous video coding standards like MPEG-2 and H.263, AVS
obtains higher coding efficiency with advanced features and functionality like
different block sizes, lagrangian coder control, multiple reference frames, frac-
tional pixel precision, etc, at an increased implementation cost. The partition
of the AVS’s inter-coded block can be one of seven types identified by lumina
block sizes: 16×16, 16×8, 8×16, 8×8. MC interpolation of the AVS employs a
4-tap FIR filter that needs the samples not only inside the current block but also
outside it. This surely requires more memory bandwidth. The amount of mem-
ory access for MC interpolation is about 50% in the AVS decoder. And the time
consumed by interpolation processing is about 25% in the AVS decoder major
subsystems. So MC becomes one of the most data intensive parts of the AVS
decoder, and a bottleneck of implementation. The memory access and the high
transfer rate are the main troubles in the VLSI design of the MC interpolation.

According to the limit of AVS for SDTV or HDTV application level, the
maximum macro-block (MB) rate is 245760 MB/s (30 frame/s and 8192 MB

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 200–206, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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in a picture). If using 150MHz clock, the time budget is only 610 clock cycles
assigned for the processing of one MB which has four luma blocks and two chroma
blocks. And only slightly more than 100 cycles for a single block averagely.

Realization of FIR filters can vary widely from one that uses dedicated hard-
ware multipliers and adders [3,4] to one that uses code executed by a general
purpose processor. A combination of hardware and software that allows sharing
of hardware units like adders and multipliers can also be used [5,7]. But these
FIR filters don’t fulfil the requirement of the interpolation in this paper. Extra
clock cycles are required by mentioned FIR filters above between the processing
for adjacent row or column of MB to displace the MB data inside their archi-
tectures. Extra clock cycles lead to the loss of processing time significantly, and
cut down the filter efficiency. Moreover, these FIR filters have so insufficient
data input bandwidth that they only allow to input one pixel data per cycle.
For a 8×8 interpolated outcome the algorithm or the filters require to deal with
169 input pixel data [6], that means at least 169 cycles should be spent here.
Thinking about the time budget of a single block—100 cycles, these FIR filters
are so time-consuming that they can not meet the requirement. After analyzing
their architecture thoroughly, we found that most of these FIR filters only have
one-dimension data transfer way. But MC interpolation needs two-dimension
MB data for calculation. So these FIR filters have low behavior on this inter-
polation. The data transfer scheme adopted by The AB2 type architecture [2,5]
for motion estimation in video encoder is very similar to the requirement of
interpolation in this paper. Compared with [2], Architecture of [5] reduced the
hardware demands, and was implemented more economically.

The main goal presented in this paper is to arrange the MB data transfer
properly and exploit the large bandwidth and high parallel architecture for MC
interpolation of AVS decoder applications with larger frame sizes such as SDTV
and HDTV. In section 2 of this paper, mc interpolation algorithm is described.
Section 3 describes details of the implementation for the architecture of mc 4-tap
interpolation. Experimental results are given in Section 4. The paper closes with
a conclusion in Section 5.

2 MC 4-Tap Interpolation Algorithm

The aim of interpolation is to get the fractional samples from the integer samples
according to the motion vector. In the AVS coding standard, the motion vector
can point to the quarter-pel-accuracy location by the last two bits. Fig. 1 shows
the positions of integer samples (Squares with uppercase letters) and fractional
samples (Squares with lowercase letters) for MC interpolation inside the given
two-dimensional sample array. In Fig. 1 Squares marked b, h, j, m and s are the
same as those labeled with double lowercase letters such as aa which are posi-
tions at half-pel-accuracy location. And those others left and labeled with single
lowercase letter are quarter-pel-accuracy locations. According to different loca-
tions pointed by motion vectors, fractional samples have different interpolation
processing. Here, this processing is classified by five cases described below.
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Fig. 1. The positions of integer samples and fractional samples

Case1: this is a special case, if the motion vector point to the integer sample
of G, no processing needs to do here. And G is directly output.

Case2: this case includes half samples such as b, h, s and m, and so on. A
4-tap interpolation filter (-1, 5, 5, -1) needs as: z′ = −x−1 + 5x0 + 5x1 − x2, and
z = clip1((z′ + 4) � 3). Where z′ represents intermedia variables of b′, h′, s′ or
m′, and z represents b, h, s or m. The subscripts of x index horizontal or vertical
neighbouring integer-pixel locations. clip1 stands for clipping between[0, 255].
They shall be available after one 4-tap filter execution time.

Case3: j, nn, oo, pp and qq belongs to this case. An example of this case, j
shall be obtained as: j′ = −dd′ + 5h′ + 5m′ − ee′, and j = clip1((j′ + 32) � 6).
Where, variables of dd′, h′, m′and ee′ are available in the same manner of the
intermedia variable z′ in case2. Because both h′ and j′ are derived by 4-tap filter,
j shall be obtained after two serial 4-tap filter execution times. So if j is the final
result of the interpolation, the latency of hardware shall be twice as much as b.

Case4: this case includes e, g, p, and r, which use the half sample j′. And so
they shall be derived after j is done (table1).

Case5: this case includes a, c, d, n, f , i, k, q, which at least use one filtered
half sample such as b′ in case2 or j′ in case3. And a 4-tap interpolation filter (1,
7, 7, 1) needs as: z′ = −x−1 + 7x0 + 7x1 − x2, and z = clip1((z′ + 64) � 7)(see
table1). In table1, ii′, hh′, jj′ and mm′ are available in the same manner of
the intermedia variable z′ in case2, and all integer pixels need to be amplified
eight times. Since the process for j needs two 4-tap filter execution times, three
execution times may be used at latest in this case.

From the description above, it is clear to see the relations among the five
cases. Firstly, fraction samples in case3, case5 depend on those in case2, and
case4 and case5 depend on case3. Secondly, fraction samples in case4 and case3
have near the same interpolating complexity as twice much as those in case2,
and case5 is the most complex case. These relations are very useful to optimize
the design of the interpolation architecture.
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Table 1.

case5 function case4 funtion

a′ ii′ + 7 × 8G + 7 × b′ + 8H e (64G + j′ + 64) � 7
c′ 8G + 7 × b′ + 7 × 8H + hh′

d′ jj′ + 7 × 8G + 7 × h′ + 8M g (64H + j′ + 64) � 7
n′ 8G + 7 × h′ + 7 × 8M + mm′

f ′ nn′ + 7 × b′ + 7 × j′ + s′ p (64M + j′ + 64) � 7
i′ pp′ + 7 × h′ + 7 × j′ + m′

k′ h′ + 7 × j′ + 7 × m′ + qq′ r (64N + j′ + 64) � 7
q′ b′ + 7 × j′ + 7 × s′ + oo′

3 The Architecture of 4-Tap Interpolation for MC

The data transfer scheme of the AB2 type architecture [5][2] is very suitable for
the two-dimension data transfer process such as the MC interpolation. Base on
it, the new architecture is devised and showed as Fig. 2. In the architecture the
N and M is decided by the partition of the MB. Two parts are included in this
architecture. One is the part of the pixel data transfer, and the other is the part
of ALU.
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Fig. 2. The interpolation architecture of N X M block

3.1 Pixel Data Transfer Scheme

The scheme has a register array which has N + 5 row and 6 column registers
used to reserve the data for the current or later processing. There are two type
registers in the array, one is the active pixel register (Aij register) which serves
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Fig. 3. The ALU

the current processing. And the other is the passive pixel register (P register)
which stores the data for the later processing. Active rectangle signed by the
shadow area in Fig. 2 has 6 × 6 active pixel registers used to hold the MB
samples for the current calculation of 1/2 or 1/4 interpolation. Passive rectangle
composed of (N − 1) × 6 passive pixel registers is used to buffer the pixel data
for later calculation. The data transfer in three ways: upwards, downwards and
to the left.

– To the left: one column with N + 5 pixels is shifted into the most right side
of the array through the set of input registers, at the same time each pixel
in the array is shifted one position to the left.

– Downwards: pixels are shifted downward (in Fig. 2) one position per cycle.
– Upwards: pixels are shifted upward (in Fig. 2) one position per cycle.

For a N ×M block partition,the pixels transfer scheme is presented as below:

6 operations of "to the left"; (Initial data in the buffer)
For(I=0; I<M/2; I++)begin

N-1 operations of"downwards"; (for an even line)
1 operations of "to the left";
N-1 operations of "upwards"; (for an odd line)
if(i<M/2-1) operations of "to the left";

end
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So total cycles needed by interpolating a partition of N x M is:

cycleN×M = 6 × cycleleft + (N − 1 + cycleleft) × (M − 1) + cycledelay (1)

Where cycleleft represents the cycles of the operation to the left, and cycledelay

represents the cycles delayed by ALU showed in Fig. 3.

3.2 The ALU

The ALU (in Fig. 3) is responsible for the calculation of the fractional samples.
According section 2, these samples are classified by five cases. The ALU has
29 filters in order to have the parallelization in all conditions of motion vec-
tor. Block named Fir−x is the special used filter for processing the fractional
sample x. And the architecture of Fir−x is shown in Fig. 4 in which an adder
tree is adopted instead of the multiplication. The data for calculating a certain
fractional sample are derived directly from the active rectangle in Fig. 2 simul-
taneously and inputted into the ALU at the same time also. In Fig. 3, Some full
samples or half samples must be delayed for matching the latency of filters, such
as G for calculating a and h for k. The function of MUX is to select the output
pixels according to motion vector. The operation of clip1 is in the MUX, and
applied before pixels are exported.
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Fig. 4. The Architecture of filter

4 Experimental Results

Since the whole AVS decoder pipeline is based on 8x8 blocks, the 8x8 block
partition is adopted in the implementation of the architecture in Fig. 2. However,
by control, the implementation can fit all the partitions.

The implementation was described using Verilog-HDL, and synthesized with
synopsys tools using 0.25um Standard Cell Library. The total area is about
379715 um2. The cycledelay of the eq.(1) in the ALU is 9 cycles at most and
the cycleleft is one cycle in the implementation. So the maximum number of the
cycles in 8x8 partition is 71. And the critical path of the architecture is 4.83ns
which may satisfy the decoder applications such as SDTV or HDTV.
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5 Conclusion

An efficient architecture for MC interpolation of AVS is proposed in this pa-
per. The data transfer scheme of this architecture solves the problem of memory
access in MC perfectly. The experimental results show that the proposed archi-
tecture can meet the need for the real-time implementation of AVS decoder for
SDTV or HDTV.
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Abstract. This paper aims at reducing the encoding time of a fractal
image encoder. For this purpose, a non-overlapped block classification
method and a simplified isometry testing scheme are proposed. The non-
overlapped block classification method avoids the repeated classification
operations needed for finding the domain blocks having the same type
with the range block, by memorizing the classification results of the do-
main blocks and using them for the overlapped blocks in a new searching
area. For reducing the time required for calculating a similarity between
blocks, a simplified isometry testing scheme is used. It tests the isome-
try between a domain block and a range block using only those types of
isometry having the similar features with the type of the range block.
For speeding up the calculation time, the SOFM neural network is used
as the block classifier and the spiral searching scheme is used. The ex-
perimental results have shown that the proposed algorithm reduces the
encoding time by 50% on average while maintaining the same PSNR and
bit rate, compared to the other’s recent approaches.

1 Introduction

In multimedia communication, image data takes the most potion of the trans-
mission time. To reduce the image size and thus to enhance the multimedia
transmission time, various image coding methods have been introduced, such
as vector quantization, subband coding, predictive coding, and fractal coding,
etc(see [1]). Among these methods, it is well known that the fractal coding
method has a highly compressed rate and there occurs almost no distortion
when the compressed image is enlarged. Despite of these attractions, the fractal
image encoder have not been actively used in real applications, due to its long
encoding time(see [1,2]).

To reduce the encoding time while keeping the advantages of the fractal image
encoder, recently many researchers have proposed various encoding algorithms.
These efforts have started from Jacquin’s work([3]). He proposed a block classi-
fication method to reduce the comparison time required for finding similarity in
an image. He classified the range and domain blocks into 3 types: shade blocks,
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edge blocks, and midrange blocks. In shade blocks, the image intensity varies
only very little, while in edge blocks a strong change of intensity occurs along a
boundary of an object. Midrange blocks have blocks have larger intensity varia-
tions than shade blocks. Another method of defining the classes is the archetype
classification proposed by Boss and Jacobs([4]). An archetype for a set of code-
book blocks are given by the particular codebook block that can best cover all
others in the usual least squares sense. Starting out from an arbitrary classifica-
tion, the archetype for each class is obtained, and then the blocks are reclassified
according to the archetype by which they can be covered best. The final set of
archetypes becomes a part of the encoder. Jean Cardinal proposed the method
of using features vectors and domain classification in the matching process in
[5]. It computes feature vectors for ranges and domains, then the vector space is
recursively partitioned until each partition contains a sufficiently small number
of range and domain. Finally, range/domain comparisons are made inside each
partition, storing the best transformation for each range. Despite these efforts,
the encoding time still remains as the problem that must be solved.

This paper deals with two problems to reduce the encoding time in fractal
coding method based on block classification approach. One is how to efficiently
classify the blocks and the other one is how to quickly test the isometry be-
tween range and domain blocks. The blocks are categorized into four classes
using SOFM(self-organizing feature maps) neural network for fast and accurate
classification. Since the SOFM neural network has a fast learning time and a
self learning function, it can be efficiently used for classifying images with dif-
ferent characteristics. The similarity between a range block and a domain block
is tested in different ways depending on their classes. For example, if the type of
a range block is flat (that is, if there is no directional feature in the block), then
all types of isometry are tested. Otherwise, only the types of the isometry asso-
ciated with the type of the block are tested. The performance of the proposed
algorithm has been tested with the images having different features.

2 Non-overlapped Block Classification

2.1 Conventional Block Classification Scheme

Block classification methods are provided for reducing the number of the simi-
larity tests between a domain block and range block by practicing the test only
when they have the same block type. That is, the type of each domain block
should be determined to test whether it has the same type with the given range
block before calculating the parameters of the affine transformation. The con-
ventional block classification scheme determines the types of the domain blocks
whenever a new range block is given. Therefore the number of classifications of
the domain blocks becomes very large.

For example, let’s consider an image whose size is M × M pixels and the sizes
of a range block and a domain block are given as R × R and D × D, respectively.
Then the numbers of range blocks NR and domain blocks ND are defined as
follows, when the blocks are not overlapping.
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NR =
(

M
R

)2

, ND =
(

M
D

)2

(1)

If the domain blocks are overlapped by shifting the position by one pixel, then
the number of the domain blocks (NDS) can be defined as follows.

NDS = (M − D) × (M − D) = (M − D)2 (2)

Then the number of comparisons NC to find the domain block corresponding to
a given range block can be defined by the following equation.

NC = NR × NDS = M2 (M − D)2

R2 (3)

Since D � M, NC can be simplified as follows.

NC
∼= M4

R2 (4)

Eq.(4) shows that the image should be segmented into small subimages and
the size of range block should be large, to reduce the number of comparisons.
Although the equation says that NC becomes the minimum when M equals to
R, that is not effective obviously.

2.2 Non-overlapped Block Classification Scheme

Differently from the conventional method, the proposed scheme classifies only
those domain blocks located along the spiral trajectory starting from the given
range block. It is invented based on the observation that there is a higher pos-
sibility that the domain blocks locating near the range block may have higher
similarities than others. Therefore, the searching area for a given range block
R (i, j) is restricted by S (i, j), as shown in Fig. 1. The size of S (i, j) is LS ×LS

and it is determined by considering the number of iterations.
Figure 1 shows how the first domain block D(i+1, j) to be classified is defined

for a given range block R(i + 1, j). Starting from D(i + 1, j), the domain blocks
defined along a spiral trajectory are classified and the classification results (the
types of the domain blocks) are stored in a reference memory. If a new range
block to be referenced is R(i, j) next to R(i + 1, j), then the corresponding
searching area S(i+1, j) will be changed to S(i, j), as shown in Fig. 1. Since the
new range block is next to the old range block, most of the searching area of the
new range block is overlapped with that of the old range block. The overlapped
portion in the new searching area is shaded in the figure. Since the types of the
domain blocks in the shaded area of S(i, j) are stored in the reference memory,
the classification process for those domain blocks located in the overlapped area
can be replaced by a memory reading operation.

From Fig. 1(a), the size of the overlapped area can be defined as (LS−R)×LS.
If the new range block is R(i + 1, j + 1) as shown in Fig. 1(b), the overlapped
area is defined as LS

2 − R2. Therefore, the overlapped searching region where
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Fig. 1. Searching areas of two neighboring range blocks

the classification will not be processed can be defined by the following equation,
if the domain blocks in the searching area S(0, 0) is fully classified.

OXY =
∣∣∣∣ (LS − R) × LS i = 0 or j = 0 in R (i, j)
LS

2 − R2 i �= 0 and j �= 0 in R(i, j)

∣∣∣∣ (5)

By avoiding the classification operations in this overlapped area, the number
of classification operations for the domain blocks can be reduced up to 90.87%
in theory.

2.3 Block Classifier Using SOFM Neural Network

In this paper, the range and domain blocks are classified into four types, as done
in [6,7]: flat, mixed, vertical/horizontal, and diagonal. ‘Flat’ is defined when there
is almost no intensity variation in the block. ’Mixed’ is defined when there is a
certain amount of intensity variation without any pattern. ‘Vertical’/‘horizontal’
is the type where the variation occurs vertically or horizontally. ‘Diagonal’ is the
type where there is variation in diagonal direction. The sizes of the domain and
range blocks are 8 × 8 and 4 × 4 pixels respectively.

To speed up the block classification process, the SOFM neural network based
classifier is used which is trained by the Kohonen’s learning algorithm. It oper-
ates in two modes, one for range block classification and one for domain block
classification. When operating in a domain block classification mode, it uses the
64 input nodes corresponding to 64 pixels in the domain block, as shown in
Fig. 2.

3 An Improved Isometry Testing Scheme

The conventional methods determine the similarity between a domain block
and a range block based on the coefficients of the transformation. To reduce the
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calculation time of the transformation, Jacquin proposed a simplified calculation
method which considers a domain block to be isometric with the range block
if their rotational relationship satisfies one of the 8 types of isometry(see [7,
8]).That is, each type of the isometry represents the degree of rotation between
the domain block and the range block. For finding the best matching type of
the isometry for the given range block, the domain block is rotated 8 times with
reference to the 8 types of the isomtry. Therefore 8 comparisons per one domain
block are required to determine the isomorphism between a domain block and a
range block.

To reduce this number of comparisons for testing the similarity, this paper
proposes an improved isometry testing scheme which tests the types of the isom-
etry which are related with the type of the block. For example, if the type of
the range block is ’flat’, since there is no intensity variation in the block, there
is no need to test how much a block is rotated. The test of the non-rotated
type of isometry is enough. By the similar reason, if the type of the range block
is ’mixed’, all 8 types of isometry should be tested since there exists an equal
possibility for all 8 types of the isometry. If the type of the range block is ’hori-
zontal/vertical’ or ’diagonal’ types, then only those types of isometry having the
similar features with the range block should be tested. The types of isomtry that
should be tested with reference to the type of the range block are summarized
in Table 1.

To see how much time is saved by the proposed method, let’s assume tm be
the time required for testing one type of isometry. Then the total time to test



212 Y. Han, H. Chung, and H. Hahn

Table 1. Types of isometry to be tested with reference to the types of the block

Type of block
Number of

isometry tests
Types of isometry

Flat 1 Original image
Mixed 8 8 directions

Horizontal/Vertical 3 Original image, Rotated image about X & Y
axis

Diagonal 3 Original image, Rotated image about X=Y &
X=-Y axis

all 8 types of isomtry for n blocks, represented by T8, becomes 8 × n × tm. This
case can be considered as all blocks have the ’mixed’ type. If the types of blocks
are spread and A, B, C, and D are the proportions of blocks pertained to ’flat’,
’mixed’, ’vertical/horizontal’, and ’diagonal’ types, respectively, then the total
time TP to test the isometry becomes as follows.

Tp = tm × n ×
(

A

100
+

8B

100
+

3C

100
+

3D

100

)
(6)

Then the ratio of TP with reference to T8 can be expressed by the following
equation.

Tp/T8 =
A + 8B + 3C + 3D

800
(7)

As summarized in Table 2, the largest proportion of the images, most popularly
used for evaluating the performance of the image coding methods, contain the
’flat’ typed blocks which require a test of only one type of isometry, resulting in
a significant reduction of the total test time. The table shows that the proposed
algorithm saves the similarity test time by 60% on an average.

Table 2. Proportions of the block types in the images and the ratio of TP to T8

Image Flat Mixed
Vertical

Horizontal
Diagonal TP(n=4096) TP/T8(n=4096)

Collie 54.7% 16.8% 16.1% 12.4% 11247.6tm 34.3%
Lena 55.2% 27.0% 9.4% 8.4% 13271.7tm 40.5%
San

Francisco 50.0% 36.0% 6.4% 7.7% 15577.0tm 47.5%

Babara 40.6% 33.1% 12.2% 14.1% 15740.9tm 48.0%

4 Experiments

The proposed algorithm has been implemented using Visual C++ in Pentium
IV PC. It was evaluated in terms of the decoded image quality (PSNR),
encoding time, and compression rate (bpp), and compared to the algorithms of
Bansley and Jacquin. For the purpose of comparisons, four images are selected:
Collie’s image having a lot of high frequency components, Lena’s image having
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Fig. 3. Test image and their classified images

Table 3. Experimental results of the proposed algorithm

Image Coding
Method

Compression
time(sec)

Decoded
Quality(PSNR[dB])

Compression
Rate(bpp)

Barnsely 1363.0 31.90 2.91
Collie’s Jacquin 22.3 29.01 2.95

Proposed 11.4 28.98 2.94
Barnsely 1382.0 32.09 2.89

Lena’s Jacquin 20.5 29.28 2.91
Proposed 10.1 29.29 2.92
Barnsely 1275.0 31.10 2.97

San Fran-
cisco’s

Jacquin 18.2 29.89 2.95
Proposed 9.5 29.30 2.99
Barnsely 1305.0 31.90 2.93

Barbara’s Jacquin 21.9 29.50 2.95
Proposed 10.9 29.58 2.94

a lot of low frequency component, and San Francisco’s image having both
high and low frequency components in similar portions. Each of them has a
resolution of 256 × 256 pixels. The encoding time includes the time spent in the
SOFM neural network to classify the blocks into 4 types and the time spent for
testing the isometry.

The test results are summarized in Fig. 3 and Table 3. Figure 3 shows the
results of the classification of blocks using the SOFM neural network and Table 3
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compares the performance of the proposed algorithm to the other references.
The results show that the proposed algorithm reduces approximately 50% of the
encoding time while keeping the PSNR of 30dB on average.

5 Conclusion

This paper proposed a fast encoding algorithm for the fractal image encoder
using a non-overlapped block classification scheme and a simplified isometry
testing scheme. The non-overlapped block classification scheme eliminated over-
lapped classifications of domain blocks by storing the classification results of the
domain blocks in the reference memory and reading the type from the memory
when the classified block is to be classified once more. The simplified isometry
testing scheme reduces the number of types of isometry used for testing the
similarity between a range block and a domain block, by selecting only those
types of isometry associated with the type of block. The SOFM neural network
based classifier and the spiral searching scheme also contributed for reducing the
encoding time further. As shown in the experimental results, the proposed al-
gorithm reduces the classification time about 50% without degrading the PSNR
and compression rate.
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Abstract. This paper presents a novel spatial transcoding technique
for H.264/AVC based video applications. With superior coding perfor-
mance, H.264 will be used in a variety of multimedia applications. For
various video applications, spatial transcoding techniques can facilitate
compact storage of video sequences with specified resolution and bit-
stream format. Under demands, we can convert the archival bitstreams
to another bitstream with different bitrates and different resolution be-
fore transmission. For H.264 video transmission that needs spatial reso-
lution conversion, we propose a bottom-up motion vector re-estimation,
rapid rate-distortion (R-D) optimized mode decision, and adaptive mo-
tion search range to speed up the spatial transcoding and retain visual
quality of transcoded video. The results show that the fast transcoder has
the R-D performance close to or better than R-D re-encoding algorithm,
which has the highest complexity and best coding efficiency.

1 Introduction

In many multimedia applications like video on demand or video archive, video
content is often stored with specified spatial resolution and compressed format
to minimize storage. For compact storage of video data, a video coding standard
H.264/AVC [1] has been used. H.264 with many advanced coding technologies
can achieve up to approximately 50% bit saving for similar perceptual quality as
compared to other existing standards H.261/3 and MPEG-1/2/4. In addition,
H.264 employs Rate-Distortion Optimization (RDO) that exhaustively searches
for the best coding mode to maximize picture quality of decoded video at the
given bitrates, which dramatically increases computational load of coding pro-
cesses [2]. Thus, fast algorithms are demanded for H.264 based video applica-
tions.

For applications including picture-in-picture presentation, TV wall and video
browsing with archival bitstreams, transcoding techniques are required to fit
channel conditions and receivers’ terminal capabilities. Spatial transcoding tech-
niques can facilitate compact storage of video sequences with the specified reso-
lution and bitstream format. Under service request, we can convert the archived
H.264 bitstream to another bitstream with different bitrates and different resolu-
tion before transmission. For real-time transmission that needs downscaled video
sequences, the high complexity inherent from H.264 standard shall be addressed.
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Some studies have provided fast spatial transcoders for existing standards
including MPEG1/2/4 and H.261/3 [3]-[9]. For a rapid spatial transcoder based
on H.264, Sun et al. [9] estimated the motion vectors required to code the down-
scaled video sequences by directly extracting the motion vectors from the archival
bitstreams. The existing methods focus on the reduction of computationally in-
tensive motion estimation. However, to maximize the coding efficiency of the
transcoder, H.264 RDO is required. Since H.264 RDO takes about 60% of over-
all encoding time, further investigation is needed for realizing fast transcoding
that can retain high coding efficiency.

We present a novel and fast downscaling transcoding scheme based on the
retrieved information including texture data, motion vectors and R-D optimized
coding modes from the input bitstreams with video sequences of larger spatial
resolution. For texture extraction, existing spatial transcoders have adopted the
DCT-domain downscaling methods [3]-[5], which combine DCT-domain motion
compensation and DCT-domain block synthesizing to speed up the extraction
process. To fit into H.264/AVC based spatial transcoding, since the spatial-
domain tools consisting of the sub-pixel interpolation filter, deblocking filter and
intra prediction are used for H.264 decoding, we convert the frame resolution in
pixel domain.

Motion vector re-estimation (MVR) is sped up in spatial transcoders based
on the existing video specifications [7]-[9] In H.264, considering seven inter pre-
diction modes, we present a new MVR approach, called as bottom-up MVR
(BUMVR). BUMVR can reduce computation power based on the correlation of
motion vectors for different block sizes. In addition, to accelerate the RDO mode
decision that can retain high picture quality, we eliminate some inter or intra
modes that have lower possibility of being selected as the best mode for coding
each block. Experiment results show that with the extracted information, our
method can outperform the existing methods in terms of transcoding frame rates
and R-D performance. For a downscaling video transcoding, R-D performance
of the proposed algorithm is close to or even better than that of R-D re-encoding
algorithm, which has the highest complexity and the best coding efficiency. Our
novel downscaling video transcoder has about 8 times speedup on average over
R-D re-encoding spatial transcoding.

2 Spatial Transcoding Based on H.264/AVC

For H.264, two spatial transcoders including rate-distortion re-encoding (RDRE)
and top-down MVR (TDMVR) are introduced for performance comparison.
RDRE fully decompresses the incoming bitstream, subsamples the frame and
then compresses the downscaled frames into a new bitstream. RDRE consists of
a decoder, a spatial-domain down-sampling module and an encoder, which are
aligned in a cascaded manner. RDRE consumes a great amount of computation
power, which limits its practical application. For transcoding, the re-encoding
process that re-quantizes the reconstructed coefficients will introduce additional
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quality loss to the transcoded video sequences. Thus, it is challenging to build a
fast downscaling video transcoder with proper visual quality.

To reduce computational load of the downscaling video transcoding, some
fast MVR algorithms have been proposed to estimate the motion vectors of
the downsized frames with the motion vectors of the frames within archival
bitstreams [7]-[9]. In H.264, the application of all 7 inter prediction modes is
computationally expensive. To speed up the transcoding, TDMVR [10] that
derives the motion vectors with the median operation in a large-to-small manner
used only 4 inter modes with the block size larger than 8×8 for downsized frames
under the assumption that using the block sizes smaller than 8×8 for MVR can
only provide few coding gain at high bit rates. However, to apply TDMVR
into the downsized frames may eliminate local motion information of the pre-
coded frames. In addition, TDMVR has not resolved the RDO mode decision
complexity.

Fig. 1. Architecture of proposed spatial video transcoder.

3 Fast Spatial Transcoding Based on H.264/AVC

Figure 1 shows the architecture of a H.264 based fast downscaling video
transcoder. The fast spatial transcoding is based on the reuse of the content
extracted from the input bitstreams. As compared with RDRE, we have added
three new modules including BUMVR, rapid mode decision and adaptive motion
search range. In Figure 1, for the low-pass filter (LPF) and the downsampling
filter, we adopt a 4-to-1 downsampling scheme with an average operation. Other
complicated re-sampling methods and low-pass filters can be applied for frame
size conversion with extra computation.
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3.1 Bottom-Up Motion Vector Re-estimation (BUMVR)

TDMVR will lose lots of motion information due to its larger initial block.
Therefore, we propose BUMVR to preserve more motion information with its
smaller initial block. In addition, TDMVR that predicts the motion vectors of
other modes from spatial neighboring motion vectors may not find the best
reference when motion vector fields are not homogeneous. BUMVR can predict
the motion vectors from the sub-blocks since all the blocks of different sizes locate
at the same macroblock, which menas that the motion vectors of the subblocks
within a MB have strong correlation.

With the motion information remaining in the input bitstreams, BUMVR
can enhance the precision of the motion vectors for blocks with large sizes. The
enhancement is based on merging the motion vectors of smaller blocks in a
bottom-up manner. Initially, we derive the motion vector of each 4 × 4 block
in the downsized frame with the median value of the motion offsets that the
corresponding four 4×4 blocks within the archival frame have. For computation
reduction, the simple median operation instead of the operation in TDMVR [10]
is used. Based on high correlation between 4 × 4 blocks in a MB, we further
combine the motion vectors to obtain the motion vectors of other modes with
block sizes larger than 4× 4. The combination approaches for various modes are
summarized at Table 1. In the spatial transcoder, the motion vectors of Inter 8×4
and Inter 4 × 8 can be derived as the averaged value of two motion vectors from
the corresponding pair of 4 × 4 blocks. Motion vectors of Inter 8 × 8 and other
modes with block sizes larger than 8 × 8 are set as the median value of motion
vectors from a group of 4 × 4 blocks. Thus, with the derived motion vectors
of 4 × 4 blocks and the simple combination methods, BUMVR can rebuild all
motion vectors that are close to the motion vectors in the input bitstreams for
inter prediction in transcoding.

Table 1. Bottom-up merging of motion vectors

Inter mode Estimated motion vectors
1 mv,,

1 = Median{mv,
1, mv,

2, ..., mv,
16}

2 mv,,
21 = Median{mv,

1, mv,
2, ..., mv,

8}
mv,,

22 = Median{mv,
9, mv,

10, ..., mv,
16}

3 mv,,
31 = Median{mv,

i | i = 1, 2, 3, 4, 9, 10, 11, 12}
mv,,

32 = Median{mv,
i | i = 5, 6, 7, 8, 13, 14, 15, 16}

4 mv,,
4i = Median{mv,

4i−3, mv,
4i−2, mv,

4i−1, mv,
4i}

5 mv,,
5i = Average{mv,

2i−1, mv,
2i}

6 mv,,
6i = Average{mv,

i, mv,
i+2}

7 mv,,
7i = mv,

i
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3.2 Rapid Mode Decision

To balance the computation cost of mode decision and the reconstructed picture
quality, the RDO coding modes of the archival frames are referred to provide the
content properties of the source video sequences for R-D optimized transcoding.
Thus, the rapid mode decision is based on removal of modes that do not facili-
tate RDO coding. For example, if a block and the neighboring blocks within a
frame are all coded as intra mode, the block of down-sampled frame should be
coded as intra mode. Thus, with the extracted information, we can speed up the
mode decision by eliminating some inter modes or intra modes that have lower
probability of being the best coding mode of the handling blocks. The skip mode
that has less computational load is not discussed here.

Fig. 2. Intra factor map of original frame and downsized frame. The grid in the figure
indicates the boundary of a 4 × 4 block.

Intra Mode Decision. Intra mode decision takes more computations than inter
mode selection. The number of intra mode combinations for luma and chroma
blocks in each MB equals to M8(16×M4+M16) where M8,M4 and M16 represent
the number of possible modes for 8 × 8 chroma blocks, 4 × 4 and 16 × 16 luma
blocks respectively. Thus, each MB has to take 592 R-D calculations to derive
the best mode with the lowest R-D cost. The intra factor is used to denote the
possibility to choose each type of intra modes as the best mode for transcoding
in terms of R-D performance. The intra mode reduction consists of two steps in-
cluding creating intra factor maps and re-encoding the downsized frames. Figure
2 illustrates the concept of intra factor maps.

The intra factor map of the pre-coded frame is built up by assigning the
intra factor values for different modes. The factors of Intra4 × 4, Intra16 × 16 ,
and Inter modes are set as 2, 1 and 0 respectively. The intra factor map of the
down-sampled frame is obtained by summing up the intra factor values of the
corresponding blocks within the pre-coded frames. With the intra factor map of
the down-sampled frame, we only need to justify all intra modes for the blocks
with the intra factor larger than a specified threshold in RDO calculation. Table
2 shows the thresholds found empirically. As the QP increases, we increase the
threshold for Intra4 × 4 mode and decease the threshold of Intra16 × 16 based
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on the observations that Intra4 × 4 mode has higher probability to become the
best mode at higher bit rates and Intra16 × 16 mode has higher probability to
be the best mode at lower bit rates. Thus, by decreasing the percentage of the
macroblocks that have to evaluate intra modes in RDO coding, we can speed up
the intra mode decision of H.264 based spatial transcoding.

Table 2. Thresholds of intra mode decision

QP range Intra4 × 4 Intra16 × 16
QP ≤ 35 48 48

35 < QP ≤ 40 64 48
40 < QP ≤ 45 80 32

QP > 45 96 32

Inter Mode Decision. For further speedup, we investigate the maximum percent-
age of the blocks that have to verify inter modes. Since the possible combina-
tions of the inter modes for transcoding can be inherent from the coding modes
in the input bitstream, we can reduce the complexity of inter mode decision
for the H.264 based transcoder. The inter mode decision is applied when the
motion vectors of subblocks within a MB are inconsistent. The motion vector
consistency is examined based on the difference between the motion vectors of
subblocks in a block. Thus, the motion vector consistency is measured by

Di,j =| mvi − mvj |< (Thr +
√

QPr − QPo) , for i, j = 1, 2, 3, 4 (1)

Where QPo indicates the quantization step size of the incoming bitstream and
QPr indicates the re-quantization step size in transcoding.

√
QPo − QPr shows

that as QPr increases or the output bitrates decreases, larger block partitions
are most probably chosen as the best mode and smaller block partitions will
be excluded from RDO computation. Thus, for 8 × 8 blocks, as the difference
is less than a specified threshold Thr = Threshold b4, three modes including
Inter4×4, Inter4×8 and Inter8×4 modes will be removed from RDO calculation.
For a MB, if the difference is less than Thr = Threshold b8, we eliminate three
modes covering Inter8×8 , Inter16×8 and Inter8×16 modes. In our simulations,
Threshold b8 is 0. In addition, the observations on the R-D performance show
that Threshold b4 could be derived by

Threshold b4 = 1 +
SumDifference

N × ScaleFactor
(2)

In MVR with the 4-to-1 median operation, we check six relative values of
motion vectors. If any pair of motion vectors has different values, we add one to
N and sum up the difference to SumDifference. ScaleFactor is the reciprocal
of geometry ratio used to scale down frames. Threshold b4 is updated frame by
frame.
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3.3 Adaptive Motion Search Range

To improve the reconstructed quality and maintain fast transcoding process si-
multaneously, an adaptive reduction of motion search range is used to refine the
motion vectors. Based on the correlation between the predicted motion vectors
from the three surrounding blocks and re-estimated motion vector of the cur-
rent block found via BUMVR, the search range for motion vector refinement is
adapted by

SearchRange = 1+ | mvp − mvr | (3)

In addition, the central location of motion search is moved to the middle
position of predicted and re-estimated motion vectors.

SearchCenter =
mvp + mvr

2
(4)

Consequently, we increase the search area for high motion objects and de-
crease the area for slow motion objects, which can facilitate the fast motion
vector refinement by reducing the amount of search points. Experiment results
show that the averaged search range is about 3 for refinement. Thus, the search
points per MB are cut down from 1089 to 49. In addition, the R-D performance
of adaptive search range is better than that of fixed search range. The rationale
is the motion vector refinement within the adaptive search range has high possi-
bility to detect the motion vector candidates with the globally minimal R-D cost.

4 Experimental Results

Performance comparison on a variety of spatial transcoders is based on the fol-
lowing factors including the MVR, the mode decision, the video sequences of CIF
(352x288) resolution, the computation time and R-D performance. The simula-
tion platform is Windows 2000 running on an AMD XP2500+ machine with
768MB RAM.

Experimental results in Figure 3 show that BUMVR can retain superior R-D
performance than that of TDMVR. In addition, in some cases, the performance
of BUMVR is close to the performance of RDRE that takes a great amount of
computation power. Observations on the transcoding frame rates in Figure 4
show that the reduction of inter mode decision will speed up the transcoding
by averaged 8 times with PSNR degradation about 0.2 to 2.0 dB for different
sequences and bit rates. In addition, the results show that adaptive search range
can improve the transcoding performance by reducing the total number of search
points to about 5% of the search area used in full-search motion estimation. To
balance the transcoding speed and the visual quality of reconstructed video, the
proper reduction of the mode decision is required.
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Fig. 3. R-D performance of various downscaling video transcoders

Fig. 4. Frame rates of various transcoders.

5 Conclusions

We have developed a fast downsizing video transcoder consisting of the BUMVR,
rapid mode decision and adaptive search range. The BUMVR utilizes the mo-
tion information in the bottom-up merging process to obtain motion vectors of
all inter mode partitions, which can eliminate the computation load of motion
estimation. In addition, by rapid mode decision that reduces the percentage of
the RDO calculation based on block characteristics, we can speed up the H.264
based downsizing transcoding. The adaptive motion search range refines the mo-
tion vectors derived from BUMVR method in a small checking area. With the
three fast transcoding methods, the proposed fast downscaling video transcoder
is better than existing methods in terms of R-D performance and transcoding
frame rates.
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Abstract. When a block is lost due to a transmission error in com-
pressed bitstream, conventional temporal error concealment schemes try
to conceal the lost block by recovering its motion vector based on some
matching criteria. Since essential information for deblocking process and
residual data are lost, discontinuity occurs at block boundary, and this
discontinuity greatly degrades subjective quality of reconstructed video.
To enhance the subjective video quality caused by the discontinuity, we
propose a new temporal error concealment (TEC) technique capable of
block boundary smoothing. In the proposed scheme, the extended bound-
ary pixels in reference frame are overlapped with the lost block boundary
with some weighting factor. For effective error concealment, the flexible
macroblock ordering (FMO) technique in H.264 standard is used. The
experimental results show that the proposed method provides enhanced
subjective quality especially in homogeneous region.

1 Introduction

The growing need for location-independent access to multimedia services con-
taining video demands techniques for efficient video transmission over wireless
network. The coding efficiency and error resilience are the most important fea-
tures for video services over wireless network due to limited channel bandwidth
and error-prone environment. In many cases, however, error resilient coding tools
have some redundancy, because they need to utilize additional bits to detect or
recover errors which are occurred in video bitstream. This redundancy makes
coding efficiency decrease. When the error resilient tools in H.264 standard, for
example, redundant slice (RS) and flexible macroblock ordering (FMO) schemes
are used in encoding process, the size of bitstream would be increased due to
the redundancy [1].

In contrast to error resilient tools, error concealment techniques do not re-
quire extra redundancy. Since they perform only in decoder, the encoded bit-
stream needs not be changed. Besides, it is the most important factor which leads
to the greatest improvement in subjective quality. The damaged video scene due
to transmission error can not be recovered without error concealment technique.
The damage in a reconstructed frame affects following frames due to the mo-
tion compensation process. Therefore, we can say that the recovery of damaged

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 224–231, 2004.
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frames critically depends on the performance of error concealment method. This
is the basic motivation of this paper.

Temporal Error Concealment (TEC) technique conceals a lost block by using
the best matched block found in reference frame under some matching criteria,
which has been proved to provide good performance in terms of both objective
and subjective quality. When conventional TEC is applied for recovering erro-
neous block, however, it is observed that severe discontinuity sometimes occurs
at block boundaries of the concealed block. This is because the in-loop deblock-
ing process cannot be performed in concealed block. To overcome the blocking
artifact problem occurred in conventional TEC scheme, we propose a new TEC
method by using block boundary smoothing. In simulation result, it is proved
that the proposed scheme provide substantial improvement in terms of subjec-
tive quality by compensating the discontinuity in lost block boundary. In this
paper, we also introduce flexible macroblock ordering technique which assists for
TEC scheme to estimate the motion vector of lost block.

2 Flexible Macroblock Ordering (FMO) Scheme
in H.264 Standard

Recently released H.264/MPEG-4 AVC standard was designed to have two major
features: high-compression efficiency and network friendliness. H.264 standard
shows significant improvement in terms of coding efficiency by employing various
coding techniques. As a network friendly feature, the Network Abstraction Layer
(NAL) in H.264 allows transporting encoded video data over any existing and
future network including wireless systems. Besides, various error resilient coding
tools such as RS (Redundant Slices), SP (Synchronized Predictive) picture and
FMO, assist to handle erroneous bitstreams. These features make H.264 video
coding an attractive candidate for video service in mobile environment.

One of reasons that FMO technique was adopted in H.264 is to improve the
capability of error concealment. Since TEC schemes utilize the motion vector or
pixel values of neighboring blocks to conceal the lost block, the performance of
TEC depends on how many correctly decoded neighboring blocks are available.
In case of FMO scheme, neighboring blocks used in error concealment can be
transmitted in a separate packet by assigning different slice group to each block.
If a packet is lost by transmission error or traffic congestion in case of FMO, the
lost macroblocks can be easily concealed by using available neighboring blocks
in conventional TEC technique.

In case of the dispersed slice structure (it is called FMO mode-1), the slice
group of a macroblock is always different from those of neighboring macroblocks
as shown in Fig. 1. It means that the neighboring blocks would be sent through
different packets. Although the coding efficiency in the dispersed structure would
be decreased by preventing the predictive coding using neighboring blocks, the
dispersed structure facilitates better utilization of adjacent macroblocks in er-
ror concealment of a lost macroblock. In this paper, therefore, we utilize the
dispersed slice structure in the proposed TEC scheme.
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Fig. 1. Example of FMO mode 1, dispersed slice structure

3 Conventional Temporal Error Concealment
with Motion Vector Estimation

When some blocks are lost due to packet loss or bit error, temporal error con-
cealment (TEC) techniques attempt to conceal the lost blocks by using temporal
correlation within video sequence. TEC techniques require the motion vector of
lost block in order to conceal it with a well-matched block in reference frame.
To estimate the motion vector of the lost block, some matching criterion is used.
Boundary matching algorithm (BMA), one of well-known TEC schemes, tries
to find a block which has the minimum distortion between its inner and outer
boundaries [2]. Based on smoothness constraint which is the matching crite-
rion of BMA, the motion vector having the minimum distortion will be selected
among candidate motion vectors. In BMA, motion vector at neighbor blocks are
used for candidate motion vector.

Side matching technique (SMT) measures sum of absolute difference (SAD)
of side region between the lost block and reference block which is the block
in reference frame indicated by motion vector of the lost block [3]. To recover
the motion vector of the lost block, SMT employs the motion search technique
like encoder. Since full motion search technique needs substantial amount of
computation, fast motion search methods are required in SMT. It has been
reported that SMT provides better performance than BMA in terms of PSNR
and subjective quality [3]. If the edge of image exists within block boundary,
smoothing constraint measurement of BMA fails to find appropriate block among
reference blocks due to large distortion in edge region.

4 Error Concealment with Block Boundary Smoothing

Even though conventional TEC schemes find the original motion vector in the
lost block, discontinuity occurs at the boundaries of the concealed block. There
are two reasons. First, the lost residual data may not be properly recovered
although lost block is successfully concealed by TEC scheme. Second, the infor-
mation needed for deblocking process is lost so that proper deblocking process
is not carried out. Note that the H.264 deblocking filter is not post-processing
but in-loop processing, and it requires some encoding information, those are the
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(a)

(b)

Fig. 2. Example of blocking artifact in conventional TEC: (a) indication of lost block,
(b) concealed by SMT

macroblock type information which indicates whether the lost macroblock is in-
ter or intra, quantization parameter (QP), the reference frame number, and the
number of transform coefficient required for deciding the block strength value.
Since it is not easy to recover both residual data and the information for deblock-
ing process, the blocking artifact is likely to exist in concealed blocks. It causes
subjective quality degradation especially in homogeneous region like background.

Figure 2 shows one example of blocking artifact in concealed block when the
error concealment is performed by SMT. As depicted in Fig. 2, the black blocks
indicate lost blocks due to packet loss or bit error. Since the dispersed slice
structure in FMO is used in this example, we can see that the lost macroblocks
within the same slice are scattered in reconstructed picture. When the lost blocks
are concealed by SMT as shown in Fig 2, it is obvious that the discontinuity at the
lost block boundary occurs especially in smooth region like the Foreman’s cheek.
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Fig. 3. The proposed TEC scheme with block boundary smoothing: side region in
reference block and weighing factor

To overcome the discontinuity around the block boundaries of the lost block,
we propose a new error concealment technique with block boundary smoothing.
In our proposed scheme, the side region of reference block is also used to con-
tribute to concealment. In TEC schemes, the side region is used to recover the
motion vector of the lost block. That is, the reference block having the min-
imum SAD in side region is decided to conceal the lost block in conventional
TEC. Based on this observation, we can see that the discontinuity comes from
the gap between each side region. By compensate the difference of side area be-
tween lost block and reference block at surrounding the block boundaries, it is
expected that the discontinuity can be reduced effectively.

In proposed scheme, therefore, the side region of reference block is overlapped
with that of lost block with weighting factor when the reference block is decided
to the best matched block for error concealment. Fig. 3 shows the side region of
reference block and weighting factor to be used in block overlapping. The lost
block, BL(x, y) is given by

BL(x, y) = w · BR(x, y) + (1 − w) · BL(x, y) (1)

Where, BR(x, y) is the reference block and w is the weighting factor. The value of
weighting factor, w is 1.0 for inside of reference block, and it is linearly decreased
as it is far from reference block boundary, as depicted in Fig. 3. By overlapping
the side area with linear weighting factor, the discontinuity at the lost block
boundary can be smooth out. The strength of smoothness can be decided by the
depth of side region, d.
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Table 1. PSNR result of each sequence with regard to depth, d (BER=5 × 10−4)

sequence format bitrate w/o FMO FMO-1
d=0 d=2 d=4 d=0 d=2 d=4

container CIF 128k 31.00 30.98 30.95 30.59 30.50 30.26
paris CIF 128k 23.98 23.96 23.64 26.10 26.47 26.22
foreman CIF 128k 27.09 27.10 27.12 28.23 28.13 28.08
hall monitor CIF 128k 30.10 29.98 30.08 31.64 31.55 31.42
akiyo QCIF 64k 39.60 39.59 39.49 40.69 40.59 40.39
coastguard QCIF 64k 25.49 25.51 25.45 27.77 27.76 27.64
foreman QCIF 64k 29.41 29.39 29.40 31.18 31.15 31.06
hall monitor QCIF 64k 33.96 33.97 33.85 34.87 34.61 34.19

5 Experimental Result

The proposed TEC scheme is evaluated under common test condition for packet-
switched video service over 3G mobile transmission, which is contributed to
the H.264 standardization group JVT (Joint Video Team) [5]. For simulating
radio channel conditions, bit error patterns are provided by the common test
condition [5]. The bit error patterns are captured between physical layer and
the RLC/RLP layer over different real or emulated mobile radio channel. We
limit the NAL unit size to 80 bytes because practically the maximum transfer
unit (MTU) size in existing mobile network such as UMTS is less than 100
bytes. It turns out that the error rate should be increased as packet length is
increased [4]. We also followed the bitrate and all other conditions as specified
in [5]. All TEC schemes containing the proposed one are implemented in the
H.264 reference codec, JM (Joint Model) version 7.3 [6]. To assist the error
concealment technique, dispersed slice structure (FMO mode-1) is applied in
this experiment.

Table 1 shows PSNR values of proposed method with regard to each depth
of side region, d. It is obvious that the TEC performance under dispersed slice
structure (FMO-1) is much higher than non FMO case. In case that d is zero, the
performance of proposed scheme is identical to SMT which is conventional TEC
scheme. As depicted in Table 1, PSNR value of proposed method is decreased
gradually as d is increased. Because the side region overlapping affects the PSNR
degradation in correctly decoded neighboring blocks of the lost block. However,
it is not a big problem because the PSNR degradation is less than 0.1 dB on
average and our purpose is to enhance the visual quality.

As shown in Fig. 4, we can see that the proposed one provides substantial im-
provement in subjective quality comparing conventional TEC scheme, SMT [3].
For the value of depth in extended block, d, 4 is used in this case. Comparison
with the SMT scheme shows that the blocking artifact is removed effectively
by overlapping side area in the proposed method especially in homogenous re-
gion. However the blocking artifact in fragmented blocks which come from the
concealment with incorrect motion vector can not be removed.
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(a)

(b)

Fig. 4. Comparison of subjective quality bewteen (a) SMT scheme and (b) the pro-
posed one
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6 Conclusion

In this paper, a new temporal error concealment scheme is proposed to com-
pensate the discontinuity at lost macroblock boundary. Since the deblocking
process can not be performed in concealed macroblock, the blocking artifact af-
fects considerable subjective quality degradation. It is proved in the simulation
result that our proposed scheme can compensate the discontinuity effectively by
overlapping neighboring pixels of between lost block and reference block with
weighting factor. It is also shown that FMO technique facilitates the performance
of conventional error concealment including the proposed one.
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Abstract. The three-dimensional (3D) wavelet transform with motion
compensation is a promising video coding algorithm with very high com-
pression rate because of its spatial and temporal decorrelation. However,
it still suffers from image degradation such as ringing artifats due to
the loss of high frequency components by quantization. In this paper, we
present an iterative regularized enhancement of the motion-compensated
3D wavelet coded video. The enhancement includes the adaptive imple-
mentation of the constraints for the regularization by selectively sup-
pressing the noise along with the corresponding edge direction. The pro-
posed algorithm efficiently reconstructs images defected by the three-
dimensional wavelet transform.

1 Introduction

The growing demands on the quality of various video applications easily over-
whelm current communication and storage technology. Due to the limited capac-
ity of transmission bandwidth and storage devices which are available for most
consumers, more advanced video compression methods than current standards
such as MPEGs have been studied in academia and industry. Especially, the
high quality video coding with low bit-rate is important for the video conferenc-
ing, videophone, etc. However, the bit rate often sacrifices the quality of image
in video communication systems. Only a good encoder that removes the redun-
dancy in both spatial and temporal correlations can meet this tough requirement.
As an advanced coding scheme, the three-dimensional (3D) wavelet-based video
coding that is an extension of spatial domain wavelet transform to the temporal
domain has recently been proposed in [1,2,3,4,5].
� This work was supported in part Korean Ministry of Science and Technology under

the National Research Lab. Project and in part by Korean Ministry of Education
under Brain Korea 21 Project.
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The coding efficiency for 2-D images of wavelet transform has already been
shown in [6,7]. The wavelet-based coding for 2-D images has advantages over the
conventional block DCT-based coding such as JPEG. First, wavelet transform
processes the image in whole and consequently avoids the blocking artefact which
is inevitable in block DCT-based coding. Second, the wavelet transformed data
contain both frequency and spatial information. Thus, the wavelet transform
achieves the higher energy compaction than other transforms.

In 3D video coding, wavelet transform is performed in the temporal domain
as well as in the spatial domain. Namely, the input video signal is decomposed
into spatio-temporal subbands by motion-compensated temporal filtering and
the spatial-domain wavelet transform. The advantages of the 3D-wavelet decom-
position with motion compensated temporal filtering include; (i) the temporal
scalability can be achieved. The scalability refers to the methods which take
some parts of the compressed bit-stream and decode the pictures at different
quality levels [5]. (ii) The even higher energy compaction can be obtained.

The wavelet-compressed images, however, suffer from coding artifacts such
as ringing artifacts at a higher compression rate, because quantization in high
frequency subbands causes the loss of transform coefficient accuracy. Ringing
artifacts appear as small ripples around the edge, and results in over- and un-
dershoots in the lowpass filter response. In case of the temporal compression
in 3D wavelet compressed video, if the intensity values of the same position on
consecutive frames vary abruptly, ringing artifacts and motion blur appear at
the same time. Ringing artifacts exist in the smooth areas of the frame. On the
other hand motion blur occurs in dynamic regions and looks like the afterimage
of an edge.

In this paper we propose a new algorithm that reduces such coding artifacts
in decoded video by using adaptively iterative regularized restoration method
based on the constraints of the 3D wavelet-based video coding. The proposed
algorithm adaptively applies the different types of highpass filters to the regu-
larized restoration according to edge directions.

This paper is organized as follows. Section 2 presents overview of the 3D
wavelet compression video system. In Section 3 we propose the image restora-
tion algorithm for 3D compressed video. Finally, Sections 4 and 5 discuss the
experimental results and conclusions, respectively.

2 Three-Dimensional Wavelet-Based Video Compression
System

The 3D wavelet transform with motion compensation [2,3,4] is basically a mod-
ifed version of typical three-dimensional (i.e., spatio-temporal) wavelet trans-
form. The wavelet transform first decomposes two successive frames along the
temporal axis, where the second frame is the motion compensated version. Then
spatial wavelet coefficients are decomposed and quantized.

In the 3D wavelet-based video compression system, motion compensation re-
duces temporal redundancy by making two successive frames alike. More specif-
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ically, the temporal filtering in motion-compensated temporal analysis is per-
formed along the motion trajectory [1,2]. The temporal analysis decomposes the
frames with the two-tap Haar wavelet. The Haar wavelet is used because its
short length is suitable for short signal decomposition. A longer tap temporal
filter would result in a potential delay problem in the practical implementation
of the system.

Once a video frame is made a pair with the motion-compensated consecutive
second frame, the temporal wavelet filter decomposes them into the temporal
low- and high-frequency subbands (L and H respectively). Then the L frames
are grouped together and decomposed again into temporal LL and LH subbands
at the second stage. Since the temporal decomposition transfers the energy of
frames to the low frequency subbands, the lowest frequency subband contains
most signal energy. At the lowest temporal level, we apply motion-compensated
prediction to the t-LL subbands [1].

After the second level of temporal wavelet decomposition and motion predic-
tion, the 3D wavelet decomposition results in intra t-LL, predictive t-LL, t-LH,
and t-H. These frames are further spatially decomposed. As a result, the spatial
correlations can be removed by applying a two-dimensional wavelet transform to
the subbands resulting from motion compensated temporal transform subbands.
The whole procedure is shown in Fig. 1.

input video

Ln

motion compenstion  :

2-tap Haar wavelet transform  :

L0 H0

. .

L1

LL0 LL1

. .

spatial wavelet transform :

H1 Hn

LH0 LH1

grouping the lower temporal subbans  :

MC prediction :

Fig. 1. Overview of the 3D wavelet video compression system
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3 Enhancement Algorithm

We can define a model for the degradation system for the 3D wavelet-based video
compression as

y = Dx (1)

where, x represents the original video, y the compressed video, and D the degra-
dation process due to the entire 3D wavelet-based coding process. The entire
wavelet-compression and decompression system is depicted in Fig. 2.

x y

D

W Q W-1M-1

Fig. 2. The degradation model for 3D wavelet video compression system

According to Fig. 2, equation (1) can be rewritten as

y = Dx = W−1M−1QWx, (2)

where W represents the 3D wavelet transform with motion compensation, W−1

its inverse transform. the quantization process, denoted by Q is performed in
the encoder part and is further divided into two successive operations, division
M and rounding R as

Q = RM. (3)

The inverse quantization matrix M−1 that exists in the decoder simply rep-
resents the inverse of the division matrix M . The quantization operator, Q, can
be realized in many different forms according to the quantization strategies for
image compression methods [7]. The rounding operation, R in (3), is nonlinear
and many-to-one mapping operator and plays a significant role in the entire
degradation process because it is irreversible in the decoder.

The 3D wavelet compressed video suffers from ringing artifacts due to the
loss of transform coefficient accuracy in higher subbands. Motion blur along the
motion trajectory is another coding artifacts. In order to remove such coding
artifacts, we solve equation (1) by the regularized method [8].

3.1 Formulation of Regularization

According to the regularization theory, we can obtain the regularized solution
by minimizing the functional [8].

f(x) = ||y − Dx||2 + λ||Cx||2, (4)
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where D represents the degradation model of the 3D wavelet video compression.
C represents the high-pass filter and λ the regularization parameter. The first
term refers to the data compatibility. The second is the smoothness constraint
term whose amount is controlled by λ.

For enhancing 3D wavelet-coded video, we must consider the highpass filter
along the temporal axis as well as in the spatial domain. Thus we need additional
constraint for equation (4), such as

f(x) = ||y − Dx||2 + λ1||Csx||2 + λ2||Ctx||2 subject to x ∈ P, (5)

where Cs represents the highpass filter applied to the spatial domain, each frame
and Ct is performed along the temporal axis. P represents a hard constraint
such as a clipping function that limits the intensity values of the recovered image
within the range defined by a quantizer for the each iteration of the regularization
process [13].

We can obtain the solution to minimize equation (5) by using the symmetric
property of the degradation model [12], as

xk+1 = xk + β{y − (D + λ1C
�
s Cs + λ2C

�
t Ct)xk}. (6)

In this solution, we assume that the degradation model is approximately linear.

3.2 Spatial Constraints

In the proposed regularization algorithm, we implement the spatially adaptive
constraints for the directional highpass filter which is presented in [11,12]. The
method uses a set of M different highpass filters, Cm, for m = 1, . . . , M . Here, M
is the number of the edge directions. It selectively suppresses the high frequency
component along only the corresponding edge direction. The first regularization
parameter λ1 is adaptively produced by means of wavelet transform coefficients
in high frequency bands [8]. We also implement adaptive highpass filters Cm,
which use one of directional filters whose direction is determined by comparing
the absolute value of transform coefficients. For example, each pixel in the image
is classified as one of monotone, horizontal edge, vertical edge, and two diagonal
edges. Then we develop the solution in the adaptive manner [12]. By extending
equation (6) with directional information, we can have

xk+1 = xk + β(y −
M∑

m=1

ImTmxk)

where Tm = D + λ1C
m
s

�Cm
s + λ2C

�
t Ct,

(7)

where Im is a matrix whose diagonal components are equal to 1 or 0, and∑M
m=1 Im = I. This results in choosing the appropriate high-pass filter along

the corresponding edge.
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3.3 Temporal Constraints

In the degradation process, we can obtain the motion vectors along the temporal
axis and consider it to the temporal constraint. Because the motion vectors are
estimated between two successive frames, the temporal constraint, Ct, is applied
to both frames and suppresses the high frequency along the motion vector. It is
given as

Ct = [−0.25, 0.5,−0.25]�. (8)

4 Experimental Results

Widely used test video sequences, Suzie and Foreman at QCIF resolution were
used for experiments. The enhancement algorithm is applied to groups of 16
frames. Motion-compensated temporal analysis was performed by the two-tap
Haar wavelet and the decomposition in the spatial domain used Daubechies 9/7
filters. We performed 2 levels of temporal analysis and 2 levels of spatial wavelet

(a) (b) (c)

Fig. 3. (a) Original frame of the video (suzie), (b) the degraded frame by 3D wavelet
video compression system and (c) the reconstructed frame by the proposed enhance-
ment algorithm

(a) (b) (c)

Fig. 4. (a) Original frame of the video (foreman), (b) the degraded frame by 3D wavelet
video compression system and (c) the reconstructed frame by the proposed enhance-
ment algorithm
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(a) (b)

Fig. 5. PSNR vs. iteration: (a) Suzie and (b) Foreman

140140

120120

100100

(a) (b)

Fig. 6. PSNR vs. iterations according to the quantization threshold (Suzie)

Fig. 7. PSNRs in two GOFs (Suzie)

decompositions. The parameters in the enhancement algorithm were determined
experimentally, β = 0.3, λ1 = 0.5 and λ2 = 0.3 in case of Suzie image, β = 0.2,
λ1 = 0.1 and λ2 = 0.3 in case of Foreman image.

A frame of the original Suzie sequence is selected and shown in Fig. 3(a)
to demonstrate how the result image of our algorithm looks. Fig. 3(b) shows
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the same frame which is compressed and decompressed by the 3D wavelet-based
coding with motion compensation. The decoded frame has the motion blur and
ringing artifacts in region where the movement occurs. The enhanced frame
with our proposed restoration algorithm is shown in Fig. 3(c). Compared with
Fig. 3(b), the reconstructed frame has clearly less ringing artifacts and motion
blur in the right hand and phone. In the same way, Figure Fig. 4(a), (b) and (c)
show the experimental results of the Foreman sequence.

Quantization procedure is simply performed by cutting the wavelet transform
coefficients below absolute magnitude. Fig. 5 shows PSNR vs. iterations when
the wavelet transform coefficients below absolute magnitude 50 are quantized.
How various quantization levels affect PSNR vs. iterations is seen in Fig. 6. The
coefficients are quantized and compared at three different thresholds, 100, 120,
and 140. The higher the threshold value is, the faster PSNR increases. Since
higher threshold value implies the compacter final coded stream, the results
confirm that we can effectively enhance the low bit-rate compressed images with
our proposed algorithm. Finally, Fig. 7 shows the trend of PSNR on each frame
from two GOF’s with the Suzie sequence.

5 Conclusions and Future Works

Video coding at low bitrate condition inevitably accompanies coding artifacts in
the decoded video sequence. Restoration algorithm is often used to improve the
quality of decoded images. In this paper, we propose an adaptive regularization
algorithm for enhancing 3D wavelet coded video with motion compensation. As
shown in experimental results, the proposed restoration algorithm can efficiently
restore the degraded image by reducing the coding artifacts while the details are
preserved.

Because the compression method of the video is more complicated than the
still image, we will consider additional constraints according to the degradation
model in the future research. We also are going to modify the algorithm for
real-time implementation. For example, the degradation model for a GOF can
be decomposed and approximated into the individual degradation model for
each frame. The enhancement procedure can be performed on each frame, then
the enhancement of sequence can be implemented in real-time framework as
presented in [11].
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Abstract. Many techniques make great contributions to video compres-
sion with removal of spatial and temporal redundancy in and between
frames. However, compressed video is still rather large for applications
such as surveillance system. In order to compress more, in video compres-
sion techniques, region-of-interest (ROI) and frames-of-interest (FOI)
codings could be addressed to set high priority to ROI or FOI by al-
locating more bits than others. Normally, locations of related coefficients
for the reconstruction of the ROI are calculated according to the filter
lenghth. However, it is not efficient. In this paper a novel wavelet-based
ROI and FOI scheme is proposed. Simulation results show excellent per-
formance.

1 Introduction

Recently video compression techniques have drawn much attention. Especially
in such applications as video surveillance, video browsing, and so on. While
conventional video compression techniques reduce redundancy of video frames,
some other subtle approaches are introduced to improve compression ratio and
coding efficiency further. Among them region of interest (ROI) technique is one
of the most successful ones. ROI achieves higher subjective quality by spending
most bits on the important/interested region and sacrificing the quality of less
important part. Many schemes have been proposed [1]–[4], most of which use
some common shapes or fixed shapes for ROI.

ROI technique is simple by predefining a mask of interested region. However,
for transform based coding, the mask of ROI in transformed domain should
be determined precisely. With the popularity of wavelet technology which is
adopted by JPEG2000 as the suggested transform, the mask generation problem
for compression based on wavelet transform is studied. New algorithms of ROI
and FOI to suit video compression applications are developed. Once arbitrarily
shaped ROIs are defined by user, generation of the ROI mask in wavelet domain
is performed. The proposed ROI mask generation algorithm supports arbitrary
shape ROIs and arbitrary combination of different wavelet filters. It can be
used in applications more than compression, such as other applications using
translation invariant wavelet transform. Meanwhile, FOI technique is another
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useful approach for some applications, such as surveillance application, as people
have no interest in the portion without interested contents. The FOI algorithm
is proposed as well in this paper for video compression.

2 ROI/FOI Algorithms for Wavelet Based Video
Compression

The functionality of ROI is important in applications where certain parts of the
image are of higher importance than others [5]–[7]. In such a case, these regions
need to be encoded at higher quality than the background. During the trans-
mission of the image, these regions need to be transmitted first or at a higher
priority. In the general ROI coding methods, after wavelet transformation, the
coefficients associated with the region-of-interest will be transferred ahead of
those associated with the background. Therefore, when an image is coded with
an emphasis of ROI, it is necessary to identify the wavelet coefficients required
for the reconstruction of the ROI. Thus, the ROI mask is introduced to indicate
which wavelet coefficients have to be transmitted exactly in order for the receiver
to reconstruct the ROI. A lot of research works have been studied about the ROI
mask. Some are in normal or fixed shape, such as the rectangle. Others are for
arbitrary shape but only for some special transforms [8]. Usually, in the general
scaling based method, the wavelet transform is applied to the image at the en-
coder and the resulting coefficients not associated with the ROI are scaled down
(shifted down) so that the ROI-associated bits are placed in higher bit planes [9].

The mask in wavelet domain is a map pointing out all the related coefficients
for the reconstruction of the ROI. Normally, to find the mask in different scales,
the inverse wavelet transformation is studied [10]. The corresponding locations of
the coefficients in next scale are calculated from the current scale. For instance,
For the 5/3 filter, it can be seen that to reconstruct X(2n) and X(2n + 1)
losslessly, coefficients L(n), L(n+1), H(n−1), H(n), H(n+1) are needed. Hence

Fig. 1. The inverse 5/3 filter
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if X(2n) or X(2n+1) are in the ROI, the listed low and high subband coefficients
are in the mask, as shown in Figure 1.

However, the above method has some obvious limitations. For instance, the
2-D masks in different scales are not easy to compute when there are several re-
gions of interest. While there are several different filters involved or prefiltering
operations are needed for multiwavelet compression [11], the existing algorithms
will not work. Therefore, a direct and automatic approach for ROI mask genera-
tion is suggested. From a ROI mask, a set of functions is computed for different
scales and different subband components by imposing similar forward wavelet
transform. These functions indicate the masks of ROI in wavelet domain auto-
matically with minor futher operations. The process for a 2-level decomposition
is shown in Figure 2.

Fig. 2. ROI mask generation in 2-level DWT domain

2.1 Mask Generation for ROI

Besides the scheme of coding, the main effort for ROI is how to generate the
mask. To understand this problem better, it is stated in a more general case.

Let us assume to impose a wavelet operation on Rn, if the region Ω ⊂ Rn

is of interest, now the question lies in how to find the corresponding regions in
wavelet domain.

To solve this problem, first, the characteristic function χΩ(x) is defined as
usual,

χΩ(x) =
{

1, if x ∈ Ω
0, if else (1)

With the aid of a set of functions {gi(x)}i∈Λ defined below the mask generation
is straightforward,

gi(x) = (W̃i ◦ χΩ)(x) + ĨiχΩ(x) i ∈ Λ (2)
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where W̃i stands for the wavelet operator for ith subband and Λ is the index set
of all subbands, here subbands also include the subbands in different scales.

It is obvious that Ωm,i is the corresponding region of Ω in wavelet domain,
where Ωm,i = {x | gi(x) > 0} and Ωm,i is the closure of Ωm,i.

Remarks

1. Wavelet operator W̃i in (2) is generalized instead of a real operator. It might
be a wavelet transform equipped with downsampling operation, while Ĩi is
identity operator equipped with downsampling operation respectively.

2. The closure operation for Ωm can be implemented with some other tech-
niques in real applications.

3. When n = 2, Ω is the region of interest in the image/video processing/coding
application. Accordingly, Ωm,i is the corresponding ROI mask in wavelet
domain in ith subband.

Therefore algorithm for the mask generation is as follows.

Algorithm 1

1. From the region of interest Ω construct characteristic function χΩ(x),
2. For all i ∈ Λ, applying wavelet operation W̃i to obtain W̃i◦χΩ , then compute

the function gi(x),
3. Computing Ωm,i, then get the closure of Ωm,i as Ωm,i.

Remarks

1. This algorithm can accompany with the normal wavelet transform denoted
by Wi. The only difference here is that the filters used in W̃i are the dual
filters of those used in Wi (in other words, inverse filters are used).

2. The closure operation in step 3 differs for different cases, in image and video
case, the morphology operators could be used to fill the hole in Ωm,i to get
Ωm.

The algorithm 1 gives automatic generation of the ROI mask in wavelet
domain. The advantages include its ability to generate the mask for any shape,
any wavelet operation or combination of operations with different wavelet filters
and adaptability with the standard transform operation.

2.2 ROI Video Compression

As mentioned above, ROI mask is formed automatically. The algorithm is ap-
plicable to different filters and requirements, and can be combined with exist-
ing useful techniques, such as scaling down (shifting down) and MAXISHIFT
[13]–[16]. Based on the aforementioned mask generation algorithm, the ROI im-
age/video compression algorithm is completed as below.
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Algorithm 2

1. Get the ROI map.
2. Apply wavelet transform to image,
3. Apply similar wavelet transform (using inverse filters) on the ROI map to

get mask using algorithm 1
4. Coding the coefficients in wavelet domain with scaling technique to emphasis

the information for the ROI.
5. Quantization and coding the wavelet coefficients.

Based on the observation that the ROI map in image domain for video com-
pression has huge temporal redundancy, the ROI mask generation algorithm for
video compression could be further improved. As the mask generation procedure
is a linear operation, it is only necessary to compute the difference of the masks
of two ROI maps in the successive frames. Even though the ROI is detected
dynamically by some other techniques [17][18], this property can be exploited of
ROI masks to generate ROI masks for video compression more efficiently. More-
over, if the moving objects in a video clip can be detected and marked as ROI
portions, such a ROI video will improve the visual perception quite a lot due to
the less sensitivity of human eyes to the still parts in a video.

2.3 FOI Video Compression

Besides, Frame-of-interest(FOI) can also contribute to video compression with
the intelligent motion estimation algorithm which can detect the interested
frames. Then FOI allows better quality during certain time interval of com-
pressed video, while permits low quality of other periods of the video. The fol-
lowing Figure 3 explains the idea of FOI. There is a high quality compressed
video. After FOI procedure, it forms a FOI video sequence, in which certain
time interval still keeps high quality and same display period as in the original

Fig. 3. FOI video compression
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video, while other time intervals may be low quality and even shorter display
period compared to that in the original video, which means that the video ab-
stract technique may also be applied to that period to reduce the video display
time.

An application of FOI video compression is developed, in which specified
intervals of the video can be displayed with higher quality than others after
compression. Frames of interest could be freely specified by users. Moreover, the
ROI video compression technique in above section could be combined with FOI
scheme. Imagine that the ROI algorithm is used in those low quality video parts,
the visual quality of the whole video is improved undoubtable. Or furthermore,
some video abstract technique [19] can be applied into those low quality time
intervals, to save the temporal space by leaving only few key frames.

Fig. 4. ROI in video

3 Experiments and Simulation Results

The simulation result is shown in Figure 4. The ROI mask is highlighted in the
figure, which is in the same shape as the mask described in ROI mask generation,
as shown in Figure. 2. It is clear that this ROI is of high quality all over the
video. From such a point of view, uses could focus on certain region of the video
that is of interest, for different kinds of filters, with or without downsampling.
Meanwhile, the mask generation is quite simple, efficient and direct with only
applying a certain type of wavelet transform on the ROI map.

4 Conclusions

In this paper, a new ROI/FOI scheme for video compression is developed. In
this method, wavelet transform is directly applied to the ROI map to generate
mask in each scale. The algorithm works not only for arbitrary shaped ROI but
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also for any combination of different wavelet filters and translation variant and
translation invariant wavelet transform. It is also practical to different kinds of
filters, with or without downsampling, and can be combined with many useful
techniques. FOI mechanism is also introduced for the video compression, to-
gether with ROI. The video compression can be implemented for the cases of
with some period of clips of low quality and some periods of clips of high quality
only at the regions of interest. Together with other techniques such as the auto-
matic target detection or moving object detection, video compression with much
higher compression ratio and better human visual perception will be achieved.
Simulation results are presented with excellent performance.

Acknowledgments. The authors would like to thank Defence Science and
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gramme “Wavelets and Information Processing”.
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Abstract. We show that distributed source coding of multi-view images
using adaptive modules-operation can come close to the Slepian-Wolf
bound. In the systematic scenario considered, two parent nodes (PN1
and PN2) on sides and child nodes (CNs) are located between PNs,
which are statistically depended. A PN sends the whole image whereas
a CN only partially, using an adaptive distributed source coding at a
rate close to H(CN|PN1, PN2). The proposed scheme allows indepen-
dent encoding and jointly decoding of views. Experimental results show
performance close to the information-theoretic limit. Furthermore, good
performance of the proposed architecture with adaptive scheme shows
significant improvement over previous work.

1 Introduction

Multi-view images of a scene can be used for several applications ranging from
free viewpoint television (FTV) [1] to surveillance. Due to the enormous size of
multi-view images, coding is one of the challenges to build such applications.
Multi-view images are usually highly correlated in spatial domain and therefore
spatial redundancy can be removed by encoding the information “differentially”
with respect to an appropriate “reference”. The disadvantage of this method is
an extra overhead on communication between those nodes. In a scenario with
limited processing and communication abilities this method is not preferable.
Work by Slepian and Wolf [2] shows that even if the sources are encoded in-
dependently, they can be fully reconstructed under certain conditions. In other
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words, the Slepian- Wolf theorem suggest that it is possible to encode statis-
tically dependent signals in a distributed manner to the same rate as with a
system where the signals are jointly encoded. Therefore, distributed source cod-
ing of multi-view images is preferable if there is a major constraint on individual
camera node performance (i.e., energy, which is consumed by sensing and com-
munication operations). However, approaching the Slepian-Wolf bound is still a
challenging issue.

Some work has been carried out [3–7] in designing a distributed source coding
but the performance is not close to information theoretic bound. Aaron et al [8]
proposed compression with side information using turbo codes. This method ap-
proaches the theoretic bound, however it resembles our method in a different way.

We propose an adaptive distributed source coding method without inter-node
communication for multi-view images; similar to the distributed source coding
method proposed in [9,10] based on module operation. To perform the decoding
task, disparity estimation is employed to compensate the scene geometry to
provide the side information. Experimental results show performance close to
the limit of information theory. Furthermore, the proposed architecture with
adaptive scheme shows significant improvement over previous work.

The remainder of the paper is organized as follows: Section 2 describes the
coding scheme of CNs in detail. Section 3 shows the experimental results. Finally,
Section 4 is conclusions of this research.

2 Coding Method

The cameras in the multi-view system are grouped into correlated clusters. Each
cluster of nodes is coded independently. The cluster size corresponds to the
maximum allowable disparity, respectively the maximum distance of a camera
pair. Figure 1 shows the individual coding of multi-view images. It demonstrates
coding with two PNs and therefore is called PCP (PN, · · ·, CN, · · ·., PN). The
arrows in Figure 1 show the view to be used to decode a CN at the joint decoder.
CNs in PCP are decoded using virtual PNs (vPN), which are generated by the
two PNs at the outer border of a cluster (i.e., geometry compensation).

Before describing the encoding/decoding algorithms it is essential to note the
variables used throughout the following sections. “n × m“ describes a block to
be encoded. “D” stands for the maximum gray level bound that is imposed on
the multi-view image coding at each block. “Maximum disparity” stands for the

PNPN CN CN CN CN

vPNvPNvPNvPN

One Cluster

Interpolated Images

Fig. 1. Distributed source coding architecture, PCP



Adaptive Distributed Source Coding for Multi-view Images 251

CN CN PN PN

   Geometry
Compensation

    Joint
  Decoder

ENCODER

DECODER

Fig. 2. Distributed source coder in general

number of pixels required to find all correspondences in a stereo setup. It also
defines the size of a cluster. Figure 2 shows a block diagram of the proposed
distributed source coder. Although CNs and PNs are set apart, in practice they
are arranged one after another as shown in Figure 1. Due to no inter-node
communication amongst cameras, the CN views are encoded independently at
each node. The encoded data is transmitted to the joint decoder. At the joint
decoder the side information from PNs is provided by the scene geometry, which
is obtained by an area-based matching method of [11,12].

2.1 Encoding

The encoding of a CN works as follows: Pixels of each block are encoded with
a “D” value. The adaptive value of the “D” is decided by using the average
absolute gradients of a block in vertical and horizontal directions. It corresponds
to the spatial frequency of the scene.

In our adaptive coding scheme, the higher spatial frequency, the higher “D”
value is used. Based on the range, where the measured average gradient is, the
adaptive “D” to encode a block is obtained. Table 1 shows the look up table to
decide the adaptive “D” at each range. After choosing the adaptive “D” value,
the pixels in a block are further encoded by applying a module-operation based
on “D” to the pixel values. The same algorithm is applied to other blocks in the
image. The encoded image using the adaptive scheme is called “coset image”. The
quality of the decoded image can be control by changing the average “D” value
used for an image at encoder side. Multiplying a linear weighting factor (i.e., ≥
0) to the measured average gradient does the controlling procedure. Note that
the PN images are fully transmitted without any coding. The encoding flowchart
is shown in Figure 3(left).

Table 1. Look up table for adaptive distributed source coding

Gradient Range 0 1 2∼3 4∼7 8∼15 16∼31 32∼63 64∼127 ≥128
D 1 2 4 8 16 32 64 128 256
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Fig. 3. Flowchart of (left)Ecoder and (middle)Decoder (i.e., (right)Joint Decoding)
of Distributed source coding for PCP architecture

2.2 Decoding

After receiving the encoded data of CNs and full information of PNs at the joint
decoder, the coset images of CNs should be reconstructed. Due to the module-
operation applied to the coset image, decoding is necessary. This is done by using
side information from the estimated scene geometry.

In PCP, a vPN image is generated [11,12] in the location of the CN as shown
in Figure 1. The CN image is decoded by using the vPN’s pixels at the same
location as the coset pixels. The values of the coset image are decoded by apply-
ing an “inverse” module-operation, which is not unique. Therefore, that solution
is chosen which minimizes the distance to the corresponding pixel of the other
image (i.e., vPN).

However, decoding of the coset image is not possible, if the “D” value for
each block is not known. To solve this problem, there are three ways as follow:

1. Sending “D” value for each block from encoder to decoder.

2. Estimating “D” value by using vPN image (i.e., side information). Table 1 is
used for vPN image at decoder to estimate the “D”.

3. Estimating “D” value by using CN image (i.e., coset image). The maximum
coset value of each block refers to the range and then the “D” is decided using
Table 1.
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The first method due to overhead on the transmission rate is not preferable.
Therefore, we would like to estimate the “D” value of each block to decode the
coset image. Experimental results on different block sizes and image scenes show
that the third method performance is nearly the same as the first method. Hence,
we proposed to use the third method for decoding. The flowcharts of decoder and
the joint decoding algorithms are shown in Figure 3(left and right), respectively.

3 Experiment

In this experiment, the data set consists of 3 views with 320×240 pixels per view
of Cube&Doll, and 3 views with 384×288 per view of Tsukuba. In Cube&Doll the
camera interval is 15mm and the distance from camera to object measures about
30cm. In Tsukuba the maximum disparity between the two furthest views is 60
pixels. All experiments are carried out on luminance component only. The re-
construction performance and information-theoretic bound of the adaptive coder
for both test data sets are compared with a coder which is using the same “D”
value for all pixels in CN image (i.e., fixed coder [10]). Reconstruction quality of
a CN is measured in term of peak-signal-to-noise-ratio (PSNR) and compared
with vPN quality.

To build up PCP architecture, two PNs are set apart with maximum disparity
of 60 pixels and the middle view is CN. This is equal to a stereo setup with
a camera baseline of 30mm. The block size in adaptive coder is 4×4. Due to
geometry compensation at the joint decoder (i.e., vPN image), the proposed
distributed source coder should perform better than vPN. Therefore in Figure 4
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Fig. 5. Statistical dependence of PN1, PN2, and CN with entropy

the decoded CN quality has compared with vPN quality. Figure 4 shows PSNR
curves vs. “D” for adaptive and fixed coders in comparison with vPN, and
examples of reconstructed image of CN after decoding. In adaptive scheme, the
“D” value shows the average “D” value. The proposed adaptive coder has gain
over vPN quality with lower value of average “D” in comparison with fixed
coder. Furthermore, the experimental result for Tsukuba shows a significant
improvement due to the complexity of the scene.

According to the aforementioned importance of adaptive distributed source
coding of multi-view images, the information-theoretic bound proposed by Sle-
pain and Wolf is appealing. In this part of experiment, the CN rate is compared
with the rate proposed by Slepain and Wolf. The PN1 and PN2 are to the images
located at outer border of a cluster in PCP architecture and the CN is the to
be encoded image in the middle. Due to the coding architecture, H(PN1, PN2,
CN) - joint entropy of PN1, PN2, and CN - and H(PN1, PN2) - joint entropy of
PN1 and PN2 - should be measured. After measuring these values, H(CN|PN1,
PN2)= H(PN1, PN2, CN)-H(PN1, PN2) can be calculated as shown in Figure 5.

The H(CN|PN1, PN2) value is the point at which the rate of CN (Rx) should
be close after it is encoded (i.e., coset image -). Table 2 and Table 3 show the
results for two different rates using Cube&Doll and Tsukuba, respectively. The
tables shows the ratio of Rx and the ideal rate H(CN|PN1, PN2) with R1, and
the ratio of the combined rate Rx+H(PN1, PN2) and the ideal combined rate
H(PN1, PN2, CN) with R2.

The results mentioned in the tables show that by using the adaptive coding
scheme the encoded rate can be closer to Slepain-Wolf bound than fixed coder. In
Cube&Doll image when the average “D=22” the Rx is completely satisfied the
theoretical rate, with 4.5dB gain over the vPN. Obviously, the Tsukuba has more
complicated scene than Cube&Doll, therefore the rate inefficiency is higher than
Cube&Doll. However, according to Figure 4 in Tsukuba the minimum required
average “D” value for efficient decoding with gain over vPN has decreased much
more than that of Cube&Doll.

Considering the performance of decoded CN shown in Figure 4 and the
achieved rates of CN in Table 2 and 3 show that by applying the adaptive
distributed source coding, we could improve the quality of the decoded result
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Table 2. Rate Rx achieved by the adaptive scheme as compared to Slepian-Wolf bound
(Cube&Doll)

D=16 D=22 D=32 D=48
R1∗ R2∗∗ R1 R2 R1 R2 R1 R2

Fixed Coder 1.54 1.08 1.62 1.11 1.63 1.12 2.02 1.18
Adaptive Coder 0.85 0.97 0.98 0.99 1.26 1.04 1.70 1.13

Table 3. Rate Rx achieved by the adaptive scheme as compared to Slepian-Wolf bound
(Tsukuba)

D=16 D=22 D=32 D=48
R1∗ R2∗∗ R1 R2 R1 R2 R1 R2

Fixed Coder 1.40 1.07 1.60 1.10 1.70 1.12 1.90 1.16
Adaptive Coder 1.20 1.03 1.40 1.07 1.50 1.09 1.70 1.13

∗ R1 = Rx
H(CN|PN1,PN2)

∗∗ R2 = Rx+H(PN1,PN2)
H(CN|PN1,PN2)

as well as satisfying the Slepain-Wolf bound. Note that in the proposed adap-
tive coding scheme, we have only considered the CN rate to be close to the
information-theoretic bound. However, one of the two parent nodes should be
encoded to be able to completely approach the bound in PCP architecture.

4 Conclusion

We proposed an encoder/joint decoder scheme based on adaptive module oper-
ation for asymmetric distributed source coding of multi-view images considering
the spatial frequency of the area where the encoding algorithm is applied. The
CN is encoded without knowledge of PNs. At the encoder the desired quality is
controlled by the “D” value, which is used to encode a block in CN image. The
output is the module image (i.e., coset image). The decoder performs an inverse
module operation by estimating the “D” value using the received encoded CN
and the side information provided by geometry compensation using PNs.

The proposed adaptive distributed source coding can approach to the
Slepian-Wolf bound by controlling the quality. Furthermore, its performance has
a significant improvement in comparison with conventional coding scheme, with
smaller average “D” value. We have considered three views and compared the
Slepain-Wolf bound for transmission of a view. However, coding of parent node
is also needed to satisfy the joint entropy of multi-view image transmission. This
issue has been remained as future research. In addition, a suitable compression
method for coset image after using the proposed adaptive scheme is required.
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Abstract. This paper proposes an algorithm for the robust transmis-
sion of video in error prone environment using hybrid multiple descrip-
tion coding (Hybrid MDC) scheme. Multiple description coding (MDC)
is more resilient than single description coding (SDC) against severe
packet loss rate (PLR) condition. But the excessive redundancy in the
MDC degrades the performance in the case of lower PLR. To overcome
this problem of MDC, we propose a hybrid MDC method that can switch
between SD and MD according to the channel condition. Specifically, the
encoder selects SDC for the coding efficiency at low PLR and MDC for
the error resilience at high PLR. For the optimal switching of SD/MD the
rate-distortion optimization framework is used in this paper. The recur-
sive optimal per-pixel estimate (ROPE) technique is adopted to estimate
the accurate decoder distortion at the time of encoding. Experimental
results show that proposed Hybrid MDC with SD/MD switching algo-
rithm is more effective than conventional MDC algorithms at low PLR
as well as at high PLR.

1 Introduction

Most of information including the multimedia data such as audio, image and
video, are split into small size of chunks, so called packets, and transmitted
through the network. However, the packet-switching network does not guar-
antee the end-to-end Quality of Service (QoS). In case of Internet, increment
of transmitted data causes traffic jam and packets are discarded due to buffer
overflow or long queuing delay at the intermediate nodes of the networks. For
increasing the resilience against the channel error under such environment, mul-
tiple description coding (MDC) has been studied [1,2,3,4]. In MDC, a source
signal is split into several coded streams, which is called descriptions, and each
description is transmitted to the decoder through physically or virtually different
channels. The main advantage of MDC lies in the fact that the source signal can
be reconstructed even when not all the description is received at the receiver.
More specifically, the MDC splits the stream into several descriptions which are
designed to be correlated with one another. As a result, the missing description
can be estimated from the successfully received ones. Hence, the main issues of
MDC in signal processing are how to make an effectively structured correlation
between the descriptions and how to control the amount of correlation.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 257–264, 2004.
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Recently, an MD video coding algorithm based on rate-distortion optimiza-
tion was developed in [5]. Although three prediction loops are used in this
method, residual error signal is not sent to the decoder. Only two side prediction
loops are used in the rate-distortion optimization that minimizes the reconstruc-
tion error and mismatch. In addition to the error resilience, high coding efficiency
is also obtained. Similar algorithm was proposed in [6], which splits a stream into
the unbalanced high and low resolution descriptions. To minimize the encoder-
decoder mismatch in the rate-distortion optimization, it is required to estimate
the exact decoder distortion in rate-distortion sense at the encoding stage. In [7],
recursive optimal per-pixel estimate (ROPE) technique [8] is used to estimate
the decoder distortion per pixel. ROPE was first introduced to optimally choose
the placement of intra-blocks in a one layer encoder. In [7], a single description
ROPE (SDC-ROPE) was extended to optimize the placement of intra-blocks
within the MD coder, in addition to the optimal allocation of MD redundancy
to each block. Multiple description ROPE (MDC-ROPE) gives the performance
improvement at 2% packet loss rate or higher. But the performance at below
2% packet loss rate is inferior to the SDC-ROPE case because of unavoidable
excessive redundancy, which consists of motion vectors and coding modes.

In this paper, we propose a Hybrid MDC using rate-distortion optimized
SD/MD switching scheme, in order to remove the unavoidable excessive redun-
dancy in conventional MDC. In MDC, some redundancy is unavoidable due to
the correlations between descriptions. At low packet loss conditions, this re-
dundancy degrades the coding efficiency. To overcome this problem of MDC, we
propose a hybrid MDC method that controls the SD/MD switching according to
the channel condition. For example, SDC is used for coding efficiency at low PLR
and MDC is used for error resilience at high PLR. To control the SD/MD switch-
ing in the optimal way, RD optimization framework is used. Lagrange optimiza-
tion technique selects switching mode that minimizes RD-based cost function,
D+λR, where R is the actually coded bit rate and D is the estimated distortion.

2 Proposed Hybrid Multiple Description Video Coding

2.1 General Framework

In this paper, we use a simple method to split DCT coefficients generated by
the traditional one-layer or single description (SD) encoder. To achieve complete
mismatch control, side prediction error signal should be encoded and transmit-
ted. But it was proved in [5] that simple alternation and duplication of DCT
coefficients can be a reasonable solution. In this method, rate-distortion opti-
mization is used to achieve good MD performance in this simple condition.

Figure 1 shows the structure of proposed MD video coder when two indepen-
dent channels are available. The structure and algorithms for multiple channels
can be derived from the two-channel scheme. Given the k-th frame Fk and the
(k-1)-th reconstructed frame (F̃0,k−1), the encoder estimates the block-based
motion vector, MV . The MV is applied to motion predictor, which produces
prediction error signal (R0). The prediction error signal R0 is split into two
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Fig. 1. General framework of proposed Hybrid MDC video coder.

description by the MD encoder and transmitted to the decoder by two inde-
pendent channels. MD encoder performs optimal split of DCT coefficients and
SD/MD switching by estimating the decoder distortion under the given packet
loss rate (PLR) and redundancy rate. The optimal split, SD/MD switching and
the estimation of decoder distortion algorithm are explained in detail in the
following subsections.

2.2 Optimal Split of DCT Coefficients

In order to split a one-layer description into two, we use optimal split of DCT
coefficients [9]. Using dynamic programming approach, the optimal split can
find a set of coefficients C̃1 and C̃2, the elements of which are the duplication or
alternation of original coefficients from a set of quantized coefficients C̃. Then,
C̃1 is assigned to the first description S1 and C̃2 to the second description S2.
This problem can be formulated as a constrained problem

min
C̃1,C̃2

[D(C̃1, C̃2)] subject to ρ(C̃1, C̃2) ≤ ρbudget (1)

where D and ρ are distortion and redundancy, respectively and ρbudget is the
available redundancy budget. Eq. (1) can be solved by Lagrange optimization
method, i.e., it can be solved by minimizing

J(λ) = D(C̃1, C̃2) + λρ(C̃1, C̃2) (2)

where the Lagrange multiplier λ is determined considering the distortion and
redundancy budget. If we have the optimal solution up to the j-th coefficients, we
can use it to solve the next optimization problem to the k-th coefficient (k > j) by

Jk = Jj
∗ + ΔJop

j,k(k > j) (3)

where ΔJop
j,k is an incremental Lagrange cost using MD operator, op. This recur-

sive structure enables the dynamic programming approach. For general k, the
minimum cost is found to be

J∗
k = min

j,op
{Jj

∗ + ΔJop
j,k}, for j = 0, · · · , k − 1. (4)
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We can calculate every optimal Lagrange cost J∗
k for k = 0, · · · , 63. In addition

to the Lagrange cost, we can find the optimal predecessor j and the optimal
operation op∗

k of the k-th coefficient. Then, the k that minimizes J∗
k is denoted

by k∗. Clearly, J∗
k∗ is the minimum Lagrange cost for the whole block. Using the

saved information such as predecessor and optimal operation, we backtrack and
find the optimized coefficients down to the coefficient 0.

2.3 Estimation of Decoder Distortion

In [9], ideal MD channel environments was assumed, that is, one (or more)
channel is totally failed. But this assumption is not valid any more in packet-
switching network. Packets can be dropped in the intermediate node without
any notice. Hence, we do not know which packet is lost. But we can estimate
packet loss rate within an interval of time. Using the packet loss rate (PLR), we
estimate the decoder condition, especially the decoder reconstruction distortion
at the time of encoding. Considering the PLR, distortion D can be represented as

D(C̃1, C̃2) =
63∑

i=0

di
n (5)

where di
n is defined as

di
n = E{(f i

n − f̃ i
n)2} = (f i

n)2 − 2f i
nE{f̃ i

n} + E{(f̃ i
n)2} (6)

where f i
n denote the original value of pixel i in the n-th frame and f̃ i

n is the recon-
structed value at the decoder, possibly after error concealment. For the encoder,
f̃ i

n is a random variable. This concept is first introduced in [8] for the SD video
coding as Recursive Optimal per-Pixel Estimate (SDC-ROPE) and extended
to MD video coding in [7] (MDC-ROPE). We adopt the MDC-ROPE method
with half pixel accuracy to estimate the decoder distortion at the encoder.

2.4 SD/MD Switching

In this subsection, we present the SD/MD switching scheme. Let there be N
frames in the video sequence, with M blocks per frame. We wish to select the
optimal mode between SD and MD coding by defining the cost for the given
mode as follows.

mode∗ = min
mode

Ei,mode. (7)

Here, Ei,mode is a Lagrange cost function defined as

Ei,mode = Di,mode + μRi,mode (8)

where μ is Lagrange multiplier, Di,mode is the i-th frame’s overall reconstruction
distortion and Ri,mode is the i-th frame’s overall bit rate. μ is proportional to



Hybrid Multiple Description Video Coding Using SD/MD Switching 261

(a) SDC-ROPE (b) MDC-ROPE (c) Hybrid MDC

Fig. 2. Illustration of three algorithms used in experiments.

the average of Lagrange multiplier used in the optimal split of DCT coefficients.
Specifically, Di,mode and Ri,mode is defined as

Di,mode =
M−1∑
j=0

di,j,mode, (9)

Ri,mode =
M−1∑
j=0

ri,j,mode (10)

where di,j,mode is the j-th block’s reconstruction distortion and ri,j,mode is j-th
block’s bit rate. di,j,mode and ri,j,mode are obtained by optimal split of DCT
coefficients, which is explained in the previous section.

3 Codec Implementation and Bit Allocation

Proposed MDC codec is implemented based on the ITU-T H.263 video codec.
In our coder, different from the conventional SD and MDC video coder, we need
to notify SD/MD switching to the decoder. In order to keep the syntax of H.263
bit stream, we make use of PEI (Extra Insertion Information) and PSUPP (Sup-
plemental Enhancement Information) bits in the Picture Header area [10]. The
PSUPP data consists of a four-bit function type indication FTYPE, followed by
a four-bit parameter data size specification DSIZE. A decoder that receives an
unsupported function type indication can discard the function parameter data
for that function. Because we use the Extended Function Type to exchange the
SD/MD switching information, video decoder that does not support this func-
tion type, will discard the SD/MD switching information.

We use TMN8 rate control scheme and Lagrange multiplier selection method
to meet the rate constraints. Lagrange multiplier selection is proposed in [11]. By
the off-line experiments, the best Lagrange multiplier λ is determined as follows.

λ = c · (QP )2. (11)
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Fig. 3. Packet loss performance for Mother & Daughter sequence at 64kbps

The theoretical justification is also given in the same paper,where the constant
c is 0.85 in H.263 video encoder. We use the constant c = 0.85 in SD-ROPE.
Since the properties of MD video coding is different from SD video coding, we
propose a new Lagrange multiplier selection equation as

λ = c · (QP )2 · (−log(PLR)). (12)

In the MDC, Lagrange multiplier controls error resilience as well as coding ef-
ficiency. At high PLR, more redundancy is required to resist the packet loss
errors. Thus, PLR should be incorporated into the Lagrange multiplier selection
equation. In the modified equation, we use constant c = 0.15 in MDC-ROPE
and Hybrid MDC, which is obtained by extensive simulation.

4 Experimental Results

We compare the performance of SDC-ROPE, MDC-ROPE and Hybrid MDC us-
ing TMN8 rate control, and the modified Lagrange multiplier selection method.
Fig. 2 shows the notion of three algorithms used in experiments. In Fig. 2, the
upper row is low PLR case and the lower row is high PLR case. Gray colored
blocks represent intra blocks. Hybrid MDC uses SD/MD switching according
to the channel condition, whereas SDC-ROPE and MDC-ROPE use inter/intra
mode switching. We use baseline H.263, and the GOB headers are included.
Each frame is split into two descriptions. In case of SD, odd GOBs are assigned
into one description and even GOBs are assigned into another description. And
intra frame update rate is every 10 frames. We injected 30 different packet loss
pattern for each sequence and averaged the results. Fig. 3 and Fig. 4 shows
the packet loss performance for Mother & Daughter and Foreman sequences. In
case of Mother & Daughter, SDC-ROPE is slightly better than proposed Hybrid
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Fig. 4. Packet loss performance for Foreman sequence at 128kbps

(a) (b) (c)

Fig. 5. Comparison of decoded picture quality, Foreman, 128kbps. (a) SDC-ROPE (b)
MDC-ROPE (c) Hybrid MDC

MDC in low PLR because of low motion property of the sequence and SD/MD
switching information. But in case of Foreman, proposed Hybrid MDC is more
effective than the conventional SDC-ROPE and MDC-ROPE algorithm at low
PLR as well as at high PLR. Fig. 5 shows the decoded pictures of Foreman for
the subjective comparison. It can be observed that the SDC-ROPE suffers from
annoying blocking artifact due to error concealment, whereas the MDC-ROPE
and Hybrid MDC have no blocking artifact. But, decoded picture quality of
MDC-ROPE is lower than the Hybrid MDC because of excessive redundancy.

5 Conclusions

An algorithm for the robust transmission of video in error prone environment is
proposed, which uses multiple description coding (MDC) with SD/MD switch-
ing. Specifically, SD/MD switching scheme is employed in order to overcome the
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excessive redundancy problem. SDC is used for the coding efficiency at low PLR
condition and MDC is used for the error resilience at high PLR. To control the
SD/MD switching in the optimal way, the RD optimization framework is used.
Lagrange optimization technique minimizes the RD-based cost function, D+λR,
where R is the actually coded bit rate and D is the estimated distortion. The re-
cursive optimal per-pixel estimate (ROPE) technique is adopted to estimate the
accurate decoder distortion at the encoding time. Simulation results show that
proposed SD/MD switching algorithm is more effective than the conventional
MDC algorithms at low PLR conditions as well as at high PLR.
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Abstract. Distributed streaming servers based on clusters with multi-
components have several failure points, which will destroy the systems
or degrades the quality of services. How to provide reliable streaming
services is a very important issue. Fault-tolerant schemes must be pro-
vided for video servers to improve system reliability and availability. This
paper presents novel distributed media streaming services based on clus-
ter architectures with fault-tolerant schemes, including video-on-demand
services and video recording services. The new system eliminates three
kinds of failure points and addresses the server and network failures, not
only the disk or file failures. Experiment results have been proven that
the system has better performance.

1 Introduction

Designing a good VOD (Video-on-demand) system is a big challenge. It is very
necessary to find a balance between two parameters, scalability and reliability.
When we design massive streaming services based on clusters, the system consists
of very complex components and layered structures. Although the system has
good scalability, it is not very reliable and has multiple failure points.

Many researchers propose different designs of video servers [2] based on clus-
ters. But these systems are not involved with fault tolerant schemes. How to
provide reliable streaming services is a very important issue. The issue involves
two aspects. One is about the disk or file failure, called data invalidations; the
other one is about the server or network failure, called connections invalidations.
Most people study the fault tolerant schemes [4] with the focus on the disk or
file failures, such as redundant data placement policies, reliable disk arrays. In
contrast to redundant disks or files schemes, how to keep the services stable and
continuous transparently in case of server or network failures is a big challenge.

In this paper we propose a novel distributed streaming server based on clus-
ters to provide video-on-demand services and recording services. We propose dif-
ferent fault-tolerant schemes to eliminate the corresponding failure points and
improve the system reliability without degradation of scalability.

The rest of this paper is organized as follows: section 2 overviews the related
works regarding the fault tolerant schemes of cluster video servers; section 3
presents the system architecture; section 4 discusses the fault tolerant schemes;
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section 5 gives the experiment results and some discussions; finally we conclude
in section 6.

2 Related Works

Many researchers put their emphases on providing streaming services with high
reliability. Most people would like to study the disk or file failures [6][8]. Lee [6]
presents and analyzes a fault tolerant mechanism based on inter-node striping
and erasure correction codes to tackle this challenge. By formulating the system
reliability by using a Markov chain model, Lee obtains insights into the feasible
operating region of the system, such as the amount of redundancy required and
the node-level reliability that can be tolerated.

In [8], a general scheme for accomplishing both fault tolerance and high
availability in a video server is proposed. The tradeoffs between memory buffer
space and redundant disk storage space are discussed. A video allocation problem
based on the proposed scheme is formulated and heuristic algorithms to solve
this problem are presented. It is obvious that the paper focuses on the disk
storage and only involves the server failures.

Other researchers take the server or network failures into consideration [1][3].
In [1], authors provide a new scheme, which can support smooth migration of
clients from one server to another. The system uses a group communication
scheme to loosely coordinate the participating servers to agree upon client mi-
gration and to allow one server to take over another server client in case of
server or network failures. But the video transmission may stop for a short pe-
riod, frames may arrive twice, or may arrive out of order.

In [3], three fault tolerant video streaming models are discussed. These mod-
els guarantee continuous streaming to clients despite of server failures, while
utilizing very low network bandwidth and a small client buffer. But the scheme
is achieved by exploiting the special characteristics of the APEG codec and
Motion-JPEG codec, which needs many system resources.

3 Cluster-Based Distributed Streaming Servers

The architecture of our distributed streaming server based on clusters is showed
in Fig. 1. There are three layers in this system. Layer 1 is a virtual server, which
is the single entry point. Atlayer 2, control servers are responsible for admission
control and parsing clients streaming requests into sub-tasks. Data servers and
record servers are at layer 3.

Under the control of record servers, record terminals will catch analog video
and audio signals, which will be sent to video capture cards on record servers.
Record servers then compress these signals into digital data according to me-
dia formats standards with the help of video capture cards. All these media
data are formatted as RTP (Real-time Transmission Protocol) packets accord-
ing to Owl scheme [5] and are sent to data servers with the instruction of control
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Fig. 1. Architecture of Cluster-based Media Streaming Server with Video-on-Demand
Services and Video Recording Services.

servers according to D-Record protocol [7]. Control servers are the most impor-
tant nodes. When providing video-on-demand services, data servers are running
RTP servers.

There are two data flows in the system: command flow and media data flow.
Command flow includes media requesting commands and recording commands.
There are two types of media data. One is called recorded media data and another
one is called on-demand media data. Media data being recorded are flowing inside
the clustered systems, transferred from recording servers to distributed data
servers. Contrarily, on-demand media data are sent to viewing clients directly
via attached networks.

From the architecture, we find out the system has two obvious failure points.
One is from recording sessions and the other is caused from on-demand sessions.
How to keep these two services stable and reliable is the main task of this paper.

4 Fault-Tolerant Schemes

There are three failure points in the system: the control server failure, the data
server failure point and the recording server failure.

4.1 Fault Tolerant: When Data Servers Crash

There are two problems caused from the invalidation of data servers: the normal
on-demand sessions will be destroyed and the record sessions will be demolished.

Consider the recovery of normal video-on-demand sessions at first. Every data
server involved in one video-on-demand session must report its own status to the
control server via PING-PONG mechanism. When the control server cannot re-
ceive one message from one data server, it will do the following works: select new
data server from backup lists; the information at the break point are recorded;
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the control server rebuilds a new request according to the information and send
it to the new data server. The new request is according to RTP/UDP protocol.

Then we consider the recovery of the record sessions. Suppose the record
server never crash, the protocol D-Record can provide fault tolerant schemes
to ensure that the recording functions can work well when one or several data
servers crash. When record servers prepare to send media data out, there will
be a data server group to receive current clip’s media data. An effective method
to transmit media data is under the control of an application-layer multicast
group. Any failed data server, will be quit out from this group.

It is very important to set a threshold of the timeout value TotalTimeOut
and the number of timeout TotalTimes when control servers begin to wait for the
data servers response to the command Record-Startup. These two parameters
limit the times of failures and save systems resources. When the timer is up
to the threshold value and there are no full responses from current data server
group, control servers will delete the data servers who have no responses and
select another one. When TotalTimes equals zero, current record session failes
and cannot be recovered.

4.2 Fault Tolerant: When Control Servers Crash

Each control server maintains two long-connections and two types of sub-tasks
lists. These two long-connections, viewing clients connections based on RTSP
protocol and record servers connections based on D-Record protocol, are all
based on TCP. The viewing sub-tasks lists are be used to dispatch the jobs for
the data servers should do and are created temporarily after the requests from
viewing clients being parsed. The recording sub-tasks lists are created under
the control of D-Record and are used to instruct that to which data servers
the record servers should transmit the recording media data. The fault-tolerant
schemes of control servers should keep these connections and reconstruct the
same sub-tasks lists.

It is well known that TCP based connections are difficult to be recovered
for their complex status information and accurate sequences numbers. But if
we do not consider the universality of the schemes, it is very easy to buildup a
fault-tolerant scheme based on clients and the record servers.

First, we consider the connections from viewing clients. Figure 2 shows the
concept. Main work to persist these connections will be finished on clients and
can be divided into the following parts: a network status monitor, a current
playing point recorder, and a connections constructor. The network status
monitor will watch the network and make a feedback when the net does not
work. When the network monitor finds out that the network does not work, it
can point out errors.

The second part, a current playing point recorder, will write down the playing
information about the current requests, which include the following parts: re-
quested movie name, current time point and the service address. When network
status monitor finds out net is abnormal, systems will stop the current sessions,
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Fig. 2. Recovery of Viewing Connections Based on Viewing Clients.

clear all buffers and reconstruct the connections according to the current play-
ing points information. The VOD server will accept a new request and dispatch
the new request to a new control server. It is very necessary to set a threshold
to limit the times of reconstruction operations. Video-on-demand services are
recovered from the last playing point.

Other very important connections are constructed between record servers
and control servers. Figure 3 describes the main idea.
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Fig. 3. Recovery of Recording Connections Based on Recording Servers.

At first, when record servers build up connections with control servers, they
need to request information from control servers, including the subtask lists of
media data storage recorded. With the help of subtask lists, record servers can
restart new record sessions to recover the old sessions.

Secondly, control servers must report their own status information to the
network status monitor of the record server and tell the current data server ID
to data storage list recorder of the record server periodically. With this method,
record servers can know the running status of control servers.
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At the third step, if record servers find out that one control server does not
work, they will start up a new connection with a new control server and send
some useful information to the new control server. When the new control server
receives the requests from record servers, it builds its own subtask lists.

5 Performance Evaluation

There are two types of hand-over delay in the fault-tolerant system. One is from
that the data transmission operation is diverted from one failed data server
to normal one; the other one is from that the crashed control servers must be
replaced by normal control servers. The expriment environment is as following:
two control server, two record servers, eight data servers, and one virtual server.
There is one simulated video capture card with 8 input channels in each record
server.

5.1 Hand-over Delay Among Data Servers and Control Servers

This experiment tries to find out how long hand-over delay to recover the two
kinds of services is when data servers crash and control servers crash. Figure 4
shows the relationships between hand-over delay to recover the video-on-demand
services and concurrent streaming number when one data server crashes. And
Fig. 5 is about the collapse of one control server.

Fig. 4. Relationships between Hand-Over Delay and Concurrent Stream Number When
One Data Server Crashes.

In Fig. 4 and Fig. 5, there are five situations with different concurrent stream
number each data server, such as 5, 10, 15, 20, and 25. In each situation, we fix
the concurrent stream number and shutdown one data server randomly. The
control server will find out the failure and then communicates with the backup
data server to wait for responses from the new data server. From figures, the
system load is higher with the increment of the concurrent stream number, and
the hand-over delay is bigger, but in a reasonable range.
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Fig. 5. Relationships between Hand-Over Delay and Concurrent Stream Number When
One Control Server Crashes.

5.2 Services Reliability and System Performances

The objectives of clip replication are twofold: fault tolerance and load balancing.
The following questions arise: how to get a tradeoff between the service reliability
and the storage cost. To explore these issues, we study three different replicate
patterns: single-replica, each movie has only one replica; double-replica, each
movie has two replicas; variable-replica 1, each one of the top 10 (most frequently
accessed) movies has replica degree of 3, and the remaining movies have replica
degree of 2.

Fig. 6. Relationships between Skewness Parameter and Concurrent Stream Number
with Three Situations: Single-Replica, Double-Replica and Variable-Replica 1.

Rather than scheduling between 2 replicas, it chooses the replica with mini-
mum load among n (bigger than 1) replicas to assign new tasks. The experiment
results of performance vs. accessing skewness degree are presented in Fig.6 (In
all cases we set the number of storage nodes to 8, number of clips to 10, and
number of movies to 200).From single-replica scheme to double-replica scheme,
there is an obvious improvement in system performance. This is attributed to the
load balancing effect by the scheduling algorithm. From double-replica scheme to
variable-replica 1 scheme, there is only slight performance improvement, which
suggests that the addition of replicas on the base of double-replica scheme only
brings quite limited benefit.
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In single-replica scheme, the system performance will decline with the in-
creasing of skewness parameter, but shows little degradation when replicate de-
grees for the movies, especially those popular ones, are raised above 1. This
means the proposed scheduling algorithm has the expected effect of smoothing
the variability of movie accesses and is fairly robust when the access pattern is
changed.

6 Conclusions

In this paper, we propose a new fault-tolerant mechanism for cluster-based
streaming server with video-on-demand services and video recording services.
According to the experiment results, the management cost of the fault-tolerant
scheme is not high and the performance is satisfied.
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search and Development Project under grant No.2002AA1Z2102. The final revi-
sion has got help from Xin Zhu, at Aizu university.
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Abstract. This paper presents a formal approach for the design of SMIL
documents into a language based on time Petri net (ATN: Algebraic
Time Net). The obtained ATN’s model is then translated to an equiva-
lent time graph, which describes all possible scenario, and gives for each
multimedia sub sequence its minimum and maximum durations. This
can be used to guarantee a consistent presentation for the client player
and to improve the multimedia server’s QoS, by implementing a dynamic
scheduling politics.

1 Introduction

In recent years, several papers were focused in the development of the interac-
tive multimedia documents based on the W3C norm: Synchronized Multimedia
Integration Language (SMIL) [1]. These works were mainly based on the edition
requirements specifications and on the synchronization constraints [2,3]. Others
proposed solutions in semantic checking problems and in improving quality of
service in distributing such documents [5,6,7]. We propose in this paper an ap-
proach, for parsing SMIL document into a model based on Time Petri Net (ATN:
Algebraic Time Net) [8,9]. Once the equivalent ATN frame (modelling the SMIL
document) is obtained, it is then derived into a reachability graph called “time
graph” [4,10]. The generated graph is more compact then the one obtained in [7,
11]. Furthermore, during its construction, the algorithm [10] computes the min-
imum and maximum durations for each multimedia sub sequence. This allows
us then to realize both quantitative and qualitative analysis. The time graph
can be used as a deciding tool when editing or executing a presentation and as
a predicting tool in improving the quality of service at multimedia server level.
This paper is organised as follows: The section two introduces slightly the SMIL
language. In section three, we give the adopted approach to translate a SMIL
document into an Algebraic Time Net frame. The following section motivates
the need to perform this translation using the deduced time graph from the
obtained ATN frame to analyse the multimedia document consistency. In the
last section, we show how to use the information contained in the time graph
to implement a technique for QoS predictive management when distributing the
SMIL presentation.
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2 Modelling a Multimedia Document with SMIL

SMIL(Synchronized Multimedia Integration Language) [1] is a declarative lan-
guage based on XML which allows to describe the spatial and temporal aspects
of different multimedia objects presentation. It uses the following constructor
elements:

– A basic multimedia object “O”: It can be either a video, an audio, an image,
or a text. It is mainly characterised by its beginning D(O), its end F(O)
and its duration Dr(O). D(O) and F(O) must be temporal values or events
synchronisation with other multimedia elements. (e.g. D(O):=F(C) means
the O object begins when the C object is ending). Note that for each basic
multimedia object, we associate two events, its begin event noted B(O) and
its end event noted E(O)

– An Anchor or an a element: It specifies an URL link into a basic multimedia
object. Only the “Anchor” element can be characterised by temporal values
specifying its beginning and its end

– < par > and < seq > elements: They support the same attributes as a basic
multimedia object. Note that the element < par > can specify the ending
mode synchronisation using the endsync attribute. Three values for endsync
are possible: first: expresses that the end of one of its children implies the
end of < par >, Last : (Defaultvalue) the end of the last child implies the
end of < par >, id(E): the end of < par > is decided by the end of the child,
identified by id(E).

Note: For readability raisons, we only consider here the main SMIL.1.0
operators, given above.

Example:

Fig. 1. A Multimedia representation and its SMIL document

Consider the scenario of a SMIL document illustrated in Figure 1(a,b) which
consists in a sequence seq1 of a video clip (V id) followed by an image (Img2).
This sequence must be presented simultaneously with an other image (Img1)
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followed by some related information. This information corresponds to an el-
ement of the SMIL operator “switch” such as an audio segment (Aud) or a
text (Txt). The end of the presentation of the second sequence seq2 is deter-
mined by the end of (Txt) or (Audio) (an event synchronisation having the form
F (Seq1) := F (Seq2)). Assume that the durations of Img1, Aud, Txt and V id
are, respectively, 5 20, 4 and 10 seconds, and that the Img2 media object does
not have an explicit duration. Note that the media V id can be ended by an ex-
ternal event representing an user interaction. This should occur between 6 and
10 seconds after the beginning of the media V id.

3 Specifying a SMIL Document Using an ATN Frame

In our approach, we suppose that the SMIL document is syntaxically correct
and is edited by an authoring system [2]. It follows then, that it can not
exist any ambiguities between the multimedia element temporal attributes.
(e.g. If the begin and the end values of the O object are defined, then its
duration must take an undefined value or value equal to F (O) − D(O)). Our
approach translates first, the SMIL document into an abstractTree, which
describes its logical organisation, in term of composite elements and basic
elements. The intermediate tree nodes represent the < par >, < seq >,
< switch > or the < a > constructors. The final tree nodes represent the
basic multimedia objects or the Anchor element. For each tree node, we
save the object identifier id(O), its type typ(O), its duration Dr(O), its
beginning D(O), its end F (O), and the set of its ending events Evf(O).
Moreover, fort each par constructor node, we save its Endsync value and the
set of the its children event synchronisations Evs(par). Finally, the root of the
abstract tree contains the SMIL document name and the set of its ending events.

Remark: A specified event synchronisation in D(O) or F (O) can’t deal with
elements belonging to the same Switch or Seq objects. Only the par constructor
offers the possibility to specify event synchronisations between its children.

The Figure 2(a) presents the abstract tree corresponding to the SMIL
document given in figure 1. See that in the tree root, the set Evf =
{E(Txt), E(Img2), E(Aud)} indicates the ending events set of the SMIL pre-
sentation. In the par1 node, the set Evs contains the event synchronisation
{E(seq1) := E(seq2)}, between the ends of seq1 and seq2.

The obtained abstract tree is then parsed into an ATN’s frame [9]. The build-
ing process is done progressively, using the constructing rules given in Figure 3,
going through the abstract tree downwards first and then left to right. The ATN
frame allows to model a real time presentation using an algebraic expression
which combines algebraic operators with units. Each unit describes here a basic
multimedia object which is modelled by a Time Petri Net [8]. To capture the
SMIL constructor semantics, we use the next four operators:
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Fig. 2. The SMIL document abstract tree and its Algebraic Time Net

– The choice operator U1[ ]U2 expresses the non deterministic choice between
U1 and U2 units. The choice is taken when one of the two units executes an
initial events

– The pre-emption operator U1 < ev1..evn]U2 specifies that the unit U1 is
pre-empted by the unit U2 if U1 executes one of {ev1..evn} events

– The interruption operator U1[ev1..evn > U2 : specifies that the unit U1 can
be interrupted by the unit U2, as soon as U2 realises one of its initial events.
In other hand, the interruption mechanism is inhibited if U1 executes one of
{ev1..evn} events. In this case the unit U1 can not be longer interrupted by
U2

– The parallel composition with rendezvous U1|[R1..Rn]|U2 denotes the par-
allel composition of U1 and U2 units executing R1..Rn rendezvous. A ren-
dezvous R?({evm1..evmn}, {ev1..evm}) expresses that the realisation of an
event in {ev1..evm} is done if a master event in {evm1..evmn} can be hold
at the same time

The Figure 2(b) represents the corresponding ATN’s frame of the given SMIL
document in Figure 1. Each multimedia object is modelled by an unit. The
Seq2 configuration begins with the Img1 unit which can be pre-empted by the
Switch construction on {E(Img1)} event. The Switch box specifies the choice
between the Txt and Aud units. The Seq2 configuration, begins with the V id
unit which can be pre-empted by the Img2 unit on {E(V id), User} events.
The Seq1 and Seq2 sequences are composing in parallel, and are synchronising
in ({E(Txt), E(Aud)}, {E(Img2}) rendezvous. Finally, the Par1 composition is
pre-empted by the Stop unit if one of the {E(txt), E(Img2), E(Aud)} ending
events is executed. The ATN building process is done hierarchically, following
the rules given in Figure 3. The rule in Figure 3(a), represents a Time Petri
Net modelling a basic multimedia object, which is specified by its beginning and
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Fig. 3. ATN frame building rules

ending events. The rules in Figure 3(b,c) model the basic multimedia object
interaction with an Anchor or the a element. The configuration in Figure 3(d)
represents the Switch element using the choice operator. Through the rule in
Figure 3(e), we model a sequence (U1..Un) with no specified temporal constraints
on its beginning and its end. If it is the case (see Figure 3(f)), the sequence seq
is surrounded by two events specifying its begin and its end, with their associ-
ated time constraints. The sequence seq can be forced to stop if its ending time
is elapsed (execution of the E(seq) event) or it finishes normally in respect to
its time duration (execution of one of evf(seq)) final events). The configuration
shown in Figure 3(g) models the par constructor using the parallel composition of
U1..Un units and synchronizing on evs(par) rendezvous. For each event synchro-
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nisation from evs(par) having the form {evi := ev′
i} corresponds the rendezvous

Ri = ({ev′
i}, {evi}) in the parallel composition operator |[R1...Rm]|. The config-

urations in Figure 3(h,i) model the cases where the Endsync attribute don’t take
the default value last. Note that in SMIL1.0 specification, the Endsync value is
not interpreted if the duration or the end of the Par element is specified. Finally,
the rule given in Figure 3(j) allows to achieve the ATN building process, spec-
ifying the events set evf(document) on which the SMIL multimedia document
ends. The execution of one of these events ends the document presentation.

4 Consistency Analysis and Scheduling Using the Time
Graph

The ATN reachability graph called time graph is generated using an approach
developed in [10]. Each graph node contains temporal constraints defined on
the variables ki which determines the consistency value domains. The variable
ki represents, here the elapsed time between the (i − 1)th and the (i)th nodes.
When generating the graph, the algorithm computes also for each terminal node
(n) the tables Dn(i, j) which gives (if(i < j)) the maximum and (if(i > j))
the opposite value of the minimum elapsed times between the nodes (i) and (j).
Each branch graph is labelled with the set of parallel events which should occur
at the same time, if the temporal constraints defined on the branch ending node
are satisfied. The time graph obtained from a SMIL document ATN’s frame gives
all possible multimedia scenarios. Also, it is more compact then the one obtained
in [11]. The generating algorithm [10] uses a bisimulation which contracts the
graph and reduce the state number explosion. This is done by regrouping in one
branch all the parallel events that could occur at the same times. Furthermore,
the computed tables Dn allow us to think on either quantitative or qualitative
analysis of the SMIL document. The formal verification of SMIL document con-
sistency is treated in [11]. A document is said to be consistent if the action
characterising the beginning of the presentation is necessarily followed (and this
for every path considered in the graph) by an action characterising its end. In
other words, the non consistency of a multimedia document could be defined
first, by identifying the origins of its inconsistencies in the temporal scenario,
and then check where they can be corrected by temporal formatting. In Figure 4
we give the time graph describing the SMIL document already presented in Fig-
ure 1. We can see that the SMIL document is consistent since all the graph paths
lead to the occurrence of one of {E(img2), E(Txt), E(Aud)} events.

In conclusion, the time graph could be used at two levels:

– At editing level: it allows to check the SMIL document temporal consistency.
If the document is not consistent, one has to format it until obtaining a
consistent graph called scheduling graph

– At the Player level: If we need to have a consistent presentation from a non
consistent document, a consistent graph is extracted from the inconsistent
one when removing the inconsistent branches. Then the player will use the
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Fig. 4. The SMIL document time graph an its Dn tables

obtained graph as a deciding tool, to only present the consistent multime-
dia scenarios. The Dn tables can be used here to schedule an appropriate
multimedia sub sequence presentation, considering the minimum and the
maximum durations of each one.

5 QoS Predictive Management in the SMIL Document
Presentation

The multimedia server has to make sure that the multimedia stream temporal
order is satisfied when answering the client request. Within networks a server
may need to service many clients at the same time. So, during a presentation a
client may have to wait indefinitely before receiving the next multimedia data
stream. This happens because client requests are queued by a server before they
can be serviced. This results on a loss of synchronization between the different
media objects which are required by a client for its presentation. In this case,
we propose a technique by which the server hosting the SMIL document pages,
informs in advance the different multimedia servers of the required media objects
in the future for their client player presentation. This information can be used
by each multimedia server to schedule and optimise the delivery of multimedia
data streams. This technique is described in Figure 5 and follows the next steps:

1. The client sends a request to the host server, hosting the SMIL XML pages
2. When receiving the request, the server loads the XML code, and retrieves its

translated time graph from a storage Data base. For each required compo-
nent Ei in the presentation, it extracts from the tables Dn (when consider-
ing all the possible paths in the graph) the minimum elapsed time between
the beginning of both document and Ei component, Time-begin(Ei) and
the maximum elapsed time between the beginning and the end of the com-
ponent, Time-max(Ei). (E.g. For the V id media object, we obtain: Time-
begin(V id) = 0s and Time-max(Ei) = 10s)
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Fig. 5. QoS Predictive Management

3. The Web server sends a special predictive request to each multimedia server,
(hosting the component Ei which uses streaming), and asks him to load
Time-max(Ei) of the Ei component which will be requested in at least Time-
begin(Ei) seconds by the identified client

4. The web server sends the document SMIL XML code to the player client
5. When receiving the predictive request, the component Ei multimedia server

host deals first with the urgent request ( value of Time-begin(Ei)), loading
in a buffer the asked part of the Ei component which length of time is
Time-max(Ei)

6. When receiving the XML code of the SMIL document, a presentation in the
specified order is made by the player who sends then the requests one after
the other to the different multimedia servers

7. When an Ei component delivery request is received, the multimedia server
delivers on line the multimedia stream from an already loaded buffer

The hosting server can use different scheduling policies to deal with the pre-
dictive request. One can consider that the more urgent request (considering
the Time-begin(Ei) values) has priority. We can also state (considering Time-
max(Ei) value) that among the urgent requests, the priority is given for the
shortest presentations. This can be adopted, if the host server has not enough
memory space to service all the requests. However, keeping the stream into
memory, has a cost. To deal with that, we can establish that only presentations
which need a high requirements in term of QoS, can be preloaded. In other
hand, the server host can delay some predictive requests until they will reach
an urging threshold. In case a server should stream the same media to different
player clients, the hosting server can choose to load the longest media presenta-
tion (considering the Time-max(Ei) values) and to keep it into memory until it
services all the client requests.
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6 Conclusion

We have presented in this paper a formal approach for modelling a SMIL doc-
ument into an Algebraic Time Net frame. The obtained ATN’s frame is then
translated into an equivalent time graph. The obtained graph is compact and
represents all multimedia scenarios. During its construction, the graph computes
for each terminal node, the minimum and maximum durations of each multime-
dia sub sequence. That allows us to think in either a qualitative or a quantitative
analysis and scheduling of the SMIL presentation. Furthermore, the time graph
could be used, at edition level in temporal formatting the multimedia document
to make it consistent or at player level to produce a consistent presentation. On
the other hand, some information contained in the graph could be used in the
QoS predictive management.
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Abstract. We propose the Loss Event Rate Discounting scheme to im-
prove the performance of MULTFRC over wireless networks. In our
MULTFRC-LERD scheme, each TFRC connection includes several loss
discounting levels. When the wireless bandwidth is underutilized, we in-
crease the discounting level of the TFRC connection at first, and when all
the existing connections have reached the highest loss discounting level
we open a new connection. The connection number and loss discounting
level are determined by Inverse Increase Additive Decrease algorithm.
Analytical and simulation results demonstrate that our scheme is a finer
granularity rate control scheme for video streaming over wireless net-
works and can reduce the resource consumption significantly compared
with MULTFRC. Moreover, LERD extends the range of applicability of
the MULTFRC scheme.

1 Introduction

Over the past several years, the Internet has witnessed a tremendous growth
in the use of audio and video streaming. Wide deployment of these applica-
tions without appropriate congestion control mechanisms may result in unfair
bandwidth allocation or even congestion collapse. Because the congestion control
scheme used by TCP halves the sending rate in response to a single loss event,
it is unsuitable for the multimedia streaming applications. TCP-Friendly Rate
Control (TFRC) [1], an equation-based congestion control scheme, was proposed
to provide a relatively more stable sending rate for these applications.

TFRC was originally developed for media streaming over wired network.
It assumed that most packet losses are due to congestion. While in a wireless
environment, a significant fraction of packet losses may occur due to transmission
errors. Treating wireless losses as congestive will cause TFRC reduce its sending
rate unnecessarily and thus result in poor performance.

Chen and Zakhor proposed MULTFRC [2] to improve the throughput per-
formance on the wireless link. MULTFRC allocates a certain number of TFRC
connections for a given wireless streaming application to fully utilize the wire-
less bandwidth. Chen has shown that if the number of connections and packet
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size are chosen appropriately, MULTFRC can approach the optimal bandwidth
utilization. The advantage of MULTFRC is that it does not need to modify
the network infrastructure or protocols. However, the system resources it con-
sumes are directly proportional to the number of TFRC connections. When
the number of opened connections becomes too large, the end system, which is
typically power-limited handheld equipment, can not afford such huge resource
consumption. Additionally, adjusting the connection number can only achieve
coarse granularity rate control, thus there is a quantization effect under the
low error rate environment. Finally, the range of applicability of MULTFRC is
limited.

We find that discounting the loss event rate can achieve the similar effect
of opening multiple TFRC connections, and it has the potential to achieve finer
granularity rate control. Furthermore, it makes MULTFRC applicable to a wider
range. The cost of our scheme compared with MULTFRC is that it needs to make
a small modification to the TFRC sender side code to provide the loss event rate
discounting capability.

The rest of this paper is organized as follows. Section 2 reviews the related
work on improving TFRC performance over wireless networks. In Section 3, we
discuss the concept of Loss Event Rate Discounting (LERD) and our proposed
MULTFRC-LERD scheme. Experimental results are given in Section 4. Finally,
Section 5 concludes the paper and describes the future work.

2 Related Work

There have been a lot of efforts to improve the performance of TCP/TFRC over
wireless networks.

Application layer solution: MULTFRC [2] can be considered as an application
layer solution because it does not need to modify the network infrastructure or
protocols. It improves the TFRC performance over wireless networks from the
application level point of view.

Transport layer solution: In the transport layer, many efforts are devoted to
differentiating the congestion losses from wireless losses. Cen et al. [3] proposed a
hybrid end-to-end Loss Differentiation Algorithm (LDA), which combines three
base LDAs: Biaz [4], Spike [5] and ZigZag [3]. Samaraweera [6] proposed an
end-to-end noncongestion packet loss detection (NCPLD) algorithm for a TCP
connection in a network with a wireless backbone link. Liu et al. [7] proposed
an approach which integrates PLP and HMM. An HMM is trained over the
observed RTTs to infer the cause of loss. Yang et al. [8] exploited the link layer
information in wireless channels to discriminate between the wireless losses and
congestion losses. Bae et al. [9] used ECN marking in conjunction with RED
queue management scheme, and calculated the TCP-friendly rate based on ECN-
marked packet probability instead of packet loss probability. Installing an agent
at the edge of wired and wireless network is another method to discriminate the
congestion losses from wireless losses [10].
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3 Our MULTFRC-LERD Scheme

In this section, we first introduce the concept of Loss Event Rate Discounting
(LERD), and then present the framework of MULTFRC-LERD system. Finally,
we describe the IIAD control algorithm used in our system.

3.1 LERD: Loss Event Rate Discounting

We use the following simple TFRC model to explain the concept of LERD:

T =
c · S

rtt · √
p

, (1)

where p denotes the Loss Event Rate, T represents the transmit rate, S is the
packet size, rtt is the end-to-end round trip time, and c is a constant factor. This
simple model has captured all the essential factors and can explain the LERD
scheme more clearly.

When the wireless link is underutilized, the total throughput of multiple
TFRC connections is multiplying the throughput of one TFRC connection by
the number of connections m. Thus the throughput of MULTFRC can be ex-
pressed as:

Tm = m · c · S

rtt · √
p

. (2)

By equation analysis and simulation validation, we find that the similar effect
of multiple simultaneous TFRC connections can be achieved by discounting the
loss event rate p, i.e. ,

pd = d · p , (3)

where d is the discounting factor, and it can take any value between 0 and 1. In
the case of original TFRC, the discounting factor d is equal to 1. The smaller
discounting factor corresponds to the more aggressive TFRC-LERD connection.
Replacing the loss event rate p in Equation 1 by pd, we get the throughput of
one TFRC-LERD connection:

Td =
c · S

rtt · √
pd

. (4)

Comparing Equation 2 with Equation 4, we can see that MULTFRC and
LERD try to improve the throughput by adjusting different parameters. MULT-
FRC uses the number of connections m to tune the throughput, and our LERD
scheme uses the discounting factor d to adjust the sending rate. The discounting
factor d can take any value between 0 and 1.0, however, the number of con-
nections m in MULTFRC scheme can only take the positive integers, e.g., 1, 2,
3,· · ·, therefore LERD has the potential to achieve finer granularity rate control
than MULTFRC.
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3.2 MULTFRC-LERD

The framework of MULTFRC-LERD system is illustrated in Fig. 1. In our sys-
tem, each TFRC connection is divided into L loss discounting levels. Each level is
characterized by a discounting factor di(1 ≤ i ≤ L, 1 = d1 > d2 > · · · > dL > 0).
The lowest level is assigned d1 = 1, which means no discounting at all. For each
TFRC connection Ck we maintain a variable dck

in its sender side to keep its
current loss discounting factor. When TFRC sender receives the loss event rate p
from the receiver, we discount it by its current discounting factor, i.e., pd = p·dck

,
and use the discounted loss event rate to compute the sending rate. The num-
ber of connections and their respective discounting factors are controlled by the
Connection Manager.

Fig. 1. The framework of MULTFRC-LERD system

The control algorithm employed in our Connection Manager is the Inverse
Increase Additive Decrease (IIAD) algorithm similar to that used in MULTFRC.
But the adjusting granularity in our algorithm is one discounting level rather
than one connection as in MULTFRC. Our IIAD algorithm is described as follows
(threshold, alpha and beta are predetermined constants.):

Measure average_rtt over a specified period.
if (average_rtt < threshold) {
discount_level = discount_level + alpha / discount_level;

}
else {
discount_level = discount_level - beta;

}

When we need to increase the discounting level, which is indicated by the
IIAD algorithm, we increase the discounting level of the last opened connection.
If the last opened connection has reached the highest discounting level, we open
a new TFRC connection. Similarly, when we need to decrease the discounting
level, we decrease the discounting level of the last opened connection. If the
last opened connection has reached its lowest discounting level, we close this
connection.
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4 Simulation Results

In this section, we implement the loss event rate discounting functionality and
compare the performance of MULTFRC and MULTFRC-LERD.

4.1 Simulation Setup

We use ns-2 to study the performance of MULTFRC-LERD. The network topol-
ogy used in the simulation is shown in Fig. 2, which is the same as that used
in MULTFRC. The transmission error in the wireless link is simulated by the
exponential error model, and the packet error rate varies from 0.01 to 0.16.
The last hop wireless link is the bottleneck of the path from sender to receiver.
The parameters used are shown in the figure. In this simulation, the values of
threshold, alpha and beta are 1.2 · rttmin, 1, and 1, respectively. We employ a
simple three-level discounting scheme, and the corresponding discounting factors
are 1.0, 0.5 and 0.2. It is possible to use more refined discounting levels. Here
we just want to demonstrate the effectiveness of LERD.

Fig. 2. Wireless last hop topology

4.2 Performance of MULTFRC-LERD

We simulate MULTFRC-LERD and MULTFRC for 9000 seconds with the packet
error rate varying from 0.01 to 0.16. The performance comparison is given in
Fig. 3.

Fig. 3(a) shows the average throughput of our MULTFRC-LERD scheme
and MULTFRC. Notice that when the packet error rate is low our scheme out-
performs MULTFRC, because the connection number can only achieve coarse
granularity rate control and there is a quantization effect when the number of
connections is small, which is also pointed out in [2]. The throughput improve-
ment of our scheme is achieved by its finer granularity rate control. We find that
these two schemes have comparable performance when the wireless packet error
rate is between 0.02 and 0.08. But when the error rate exceeds 0.08, the per-
formance of MULTFRC degrades. It is because the original TFRC cannot work
well under such high packet error rate environment, where the high loss event
rate prevents TFRC from increasing its sending rate. However, LERD scheme
mitigates the negative impact of high wireless error rate by discounting the loss
event rate and is still able to approach the optimal bandwidth utilization even
when the error rate is very high.

Fig. 3(b) illustrates that MULTFRC-LERD uses much fewer connections
than MULTFRC. When the packet error rate exceeds 0.13, the connection num-
ber of MULTFRC drops sharply, because under such high error rate the MULT-
FRC scheme is not effective any more, its connection number cannot reach the
optimal value and the performance degrades significantly.
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Fig. 3. MULTFRC-LERD and MULTFRC under different packet error rate environ-
ment (from 0.01 to 0.16): (a) average throughput. (b) average number of connections
opened
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Fig. 4. The performance comparison of MULTFRC-LERD and MULTFRC when the
wireless packet error rate is 4%: (a) throughput, (b) number of connections opened,
(c) end-to-end round trip time, (d) end-to-end packet loss rate

In the following, we analyze two typical scenarios: the medium error rate
environment (PER=0.04) and the environment with very high error rate
(PER=0.12).

Fig. 4 demonstrates that the performance of our MULTFRC-LERD scheme
is comparable to MULTFRC under the error rate of 0.04, but the number of con-
nections opened by MULTFRC-LERD is much smaller. Note that in Fig. 4(b),
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Fig. 5. The performance comparison of MULTFRC-LERD and MULTFRC when the
wireless packet error rate is 12%: (a) throughput, (b) number of connections opened,
(c) end-to-end round trip time, (d) end-to-end packet loss rate

we also display the discounting levels of MULTFRC-LERD. Because the optimal
point of MULTFRC resides between 4 and 5, MULTFRC frequently adds and
drops connection to maintain a balance. However, in our scheme most adjust-
ment is accomplished by changing the discounting factor. We argue that it is
favorable because the cost of opening and dropping a connection is much higher
than setting the discounting factor to a new value.

Fig. 5 illustrates that the performance of MULTFRC-LERD is much better
than MULTFRC when the error rate is as high as 0.12. Under such environment,
the original TFRC does not function properly any more. The end-to-end round
trip time varies greatly, the connection number changes irregularly, which in
turn results in highly varying throughput. However, our scheme is quite stable
under this abnormally high error rate environment because LERD enhances the
capability of TFRC to deal with high error rate.

5 Conclusion and Future Work

In this paper, we have proposed the Loss Event Rate Discounting scheme to
improve the performance of MULTFRC system. We tested our scheme exten-
sively under different error rate environments. Our results demonstrate that the
advantages of our MULTFRC-LERD scheme over MULTFRC are three-folded:
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Firstly, it reduces the resource consumption. The resource consumed by MULT-
FRC is reduced by 50 to 80 percent. Secondly, it can achieve finer granularity
rate control. Our scheme mitigates the quantization effect of MULTFRC and im-
proves its throughput under the low error rate environment. Finally, our scheme
works well under very high error environments where MULTFRC does not func-
tion properly any more. In future work, we will investigate the more refined
discounting levels and discounting factors, and how they affect the performance
of MULTFRC-LERD.
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Abstract. For a P2P network, the contents distribution is a very im-
portant service because the contents provider is not fixed. And media
streaming and file saving operations should be simultaneously carried
out in order to distribute contents through the P2P network. In this pa-
per, a P2P multi-source media streaming system which can replay the
contents data during downloading is proposed and implemented. The
system reduces the user response time and the number of simultaneous
user increases more than two times.

1 Introduction

As P2P(Peer-to-Peer) based contents sharing programs are actively used on the
internet, interest on the P2P network is being much more increased recently. And
each peer has a duty to perform roles as a server as well as a client, therefore each
peer takes the contents from the other peer and gives the contents to the other
peer. At that time if the media data is received by only a specific peer user QoS
is not satisfactory and a one-to-one P2P paradigm can’t guarantee data rate and
reliability needed by user because of frequent network escape of peer. To solve
these problems multi-source downloads or multi-source streaming to receive data
from several source peers are proposed [1] [2]. eDonkey [5] downloads data from
several source peers, makes a temporary file, and enhances the speed by merge
of temporary files into a file after receiving all data. GNUSTREAM [3] receives
different data segments from each of source peers, then assembles and replays it.
Like this, eDonkey and GNUSTREAM enhance transmission rate and mitigate
the damage of the source peers escape by receiving data from multi-sources. But
in the case of eDonkey, replay should be performed after downloading all the files,
therefore response time becomes long. On the other hand, GNUSTREAM can’t
distribute contents on the P2P network because it is hard to share contents with
other peers as it consumes media data after replay like a server-client streaming.

On the P2P network the contents distribution is a very important service
because the contents provider is not fixed unlike CDN(Contents Delivery Net-
work). And in the P2P media streaming, a request peer replays and saves data
simultaneously, and after streaming it acts as a new source peer providing files
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to other peers. Therefore media streaming and file saving operations should be
simultaneously carried out in order to distribute contents through the P2P net-
work. If the number of peers which possess a specific file is small, the number
of peers that participate in multi-source streaming is also small, so the number
of peers that receive and provide specific data may be limited. As the existing
contents sharing models can replay after downloading the data, the response
time becomes long and the contents distribution is difficult.

In this paper, a P2P multi-source media streaming system which can replay
contents during downloading is proposed and implemented. In the proposed
system, as the request peer receive, replay and save the data files, it can play
a role as a source peer as well as streaming. As a result, user response time
can be reduced and fast contents distribution through network is possible by a
mechanism transmitting only a part of media files.

2 Design and Implementation

2.1 Basic Operations

Every peer performs transmitting and receiving data simultaneously. The receiv-
ing peer requests a data block that divided media files in small size to a source
peer, receives the other parts of media files from other peers in parallel, and
replays it. It is possible to transmit the media when source peers have all parts
of media file as well as when they have a part of a media file.

Fig. 1. Media data flow among peers Fig. 2. Exchanges for the media receiv-
ing states information

In the Fig. 1 Peer D is a receiving peer and plays as a client, Peer A, B, C are
source peers and transmit a part of media file assigned to Peer D. Peer E receives
data from peer C, stores and transmits the data to Peer D. Peer D writes data
received from Peer A, B, C in the buffer block for each peer, stores it as a file,
and replays the file. Peer E performs transmission and receipt simultaneously,
and Peer D receives media-receipt-information from Peer E as shown in Fig. 2.
And it confirms the states of media store, and by comparing it with media state
information bit set, Peer D determines whether to request the next media or not.
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2.2 Peer to Peer Communication

– Media information request : The requested file name is transmitted to the
selected source peers.

j = 1 to N(Selected Source Peers’s Number)

if (Connection State == TRUE) then

Message = PacketSize + Type(File Info Req) + FileName

Send message to selected peers that are connected

– Media information response : If there is an intact file, whether transmission
is possible or not and file information are transmitted. For the receiving file,
the file information and receipt state bit set(BitStream Index) are together
transmitted.

if (State == SEND OPEN Number)

if (State of Media file == Entire File) then

Message = PacketSize+Type(File Info Ack)+State of File(Entire File)

+File Name+FileSize

else if (State of Media file != Entire File) then

Message = PacketSize+Type(File Info Ack)+State of File(Not entire File)

+File Name+FileSize+BitStreamIndex

Send message to request peer

– Media data request : A part of the media file to be transmitted is assigned
to each peer and transmitted with the file name. After checking the receipt
state bit set during the media receiving, it assigns and transmits the index
of media file whose bit is ‘0’ to the source peer.

case state bit is 0: not yet requested

case state bit is 1: corresponding part has been completely received

case state bit is 2: corresponding part is being now received

for j=1 to N(Selected Source Peers’s Num.)

Message = PacketSize+Type(File Stream Req)+FileName(Request FileName)

+Start Pointer+End Pointer

Request again after checking my Bit Stream Index

– Media data transmission : After the separating of the Start Index and the
End Index from the media stream request packet, the assigned data is copied
from a memory map file. The Start Index and the End Index are kept in
the source peer until the transmission of the assigned parts completes. Here
content size means the size of media data transmitted in a packet.

Message = PacketSize+Type(FILE STREAM ACK)+Send Point+Offset

+Content Size+Media Data

Send message to request peer

– Media receipt state information update request : The request peer compares
its own media receipt state bit set with the source peers, and it examines
the block to request to the source peer. If there is no more block to request,
it requests the media receipt state information update.
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Message = PacketSize + Type(Update bitStream index req)+ FileName

Send message to request peer

– Media receipt state information update transmission : If there is a request
of the media receipt state information update, it converts the current media
receipt state bit set into ’0’s and ’1’s and transmits it to the request peer.

Message = PacketSize+Type(Update bitStream index Ack)+FileName+Bit Stream index

Send message to request peer

2.3 Client Module

The proposed system was implemented with Visual C++ and C on Windows XP.
All the peers have the server module and the client module, the server module is
a routine to perform commands requested by other peers and the client module
performs the commands of source peers.

Selection of the source peers. To select the source peer it is examined
whether the file can be transmitted or not immediately and whether the number
of source peers exceeds the number of receipt peers connected by source peers
in maximum or not. The network bandwidth and proximity with receipt peer
are also examined. Available network bandwidth can be calculated with a TCP-
friendly rate control algorithm(TFRC) [3].

Fig. 3. Assignment of data block

Assignment of data block for the transmission. Figure 3 shows the pro-
cedure for assigning a data block to each source peer. First all, constants block
size (1Mbytes) is assigned to each source peer. For source peers whose trans-
mission finished early, media receipt state bit set is examined, and the earliest
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block among ‘0’ areas is assigned. The next data block is assigned to the fastest
source peer.

The assignment of data blocks can be categorized into two fields as the file
types. For the mpg file the initial part is assigned by 1Mbytes one after another.
On the other hand in the case of the avi file which obeys the RIFF file standard,
video/audio part is assigned by 1Mbytes one after another after receiving the
header and avi index. An analysis [4] of file types requested by users in Gnutella
said that more than 65% of the users have requested multimedia contents and
among the contents requested avi files was the most frequent as 18.72%. Our
system can also support asf type files as well as avi, mp3, and mpg types which
are the most frequently requested.

Fig. 4. Media data merge Fig. 5. Data transmission be-
tween the buffer and the mem-
ory map file

Data merge and storing the file. Every peer has a data buffer and a memory
map file as shown in Fig. 4. The data merge and the file store are processes of
assembling the media data from the source peers one after another, and the
data transmitted by client socket is written in the data buffer block assigned to
each source peer. When the data buffer is full, the buffer data is written in the
corresponding location of memory map file. After a while the data is replayed
by opening the memory map file. The data between the data buffer and memory
map file is moved as shown in Fig. 5.

2.4 Server Module

The server module is composed of the file information transmission, peer connec-
tion, the data block assignment, and data transmission. Transmission of the file
information is a process to know the identity of the file, whether the transmission
is possible or not and the peer state after the request peer searches media, which
can be divided into the information transmission of the downloaded file that is
an intact and the information transmission of the downloading file itself. In the
peer connection step, it should not exceed the maximum number of transmission
peers. In the data transmission step, the transmission rate is limited by delay
time between packets in order to protect the resources of the source peer. After
calculating the file seek pointer in 1Mbytes data block index the corresponding
1Mbytes file is transmitted in 1Kbytes packets after delay time.
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3 Experiments and the Results

A simple P2P network for experiments was organized as shown in Fig. 6. Network
A and B are connected as to T3 class and the inside of network A and B is
connected to 100Mbps Ethernet. The peers of each network are composed of
Pentium IV, with more than 256MBytes DRAM and Windows XP.

Fig. 6. Configuration of the testbed sys-
tem

Fig. 7. Changes of the data transmission
rate

3.1 Data Transmission Rates

The data transmission rates are measured as a time that receipt peer writes
30MBytes data in the file, increasing the number of source peers from 1 to 7,
changing the delay time between data packets to 2, 5, 10, 15msec. As shown in
Fig. 7, when the delay time is 2 msec, if increases the number of source peer
from 1 to 7, the data transmission rate increased by 683%.

3.2 Media Streaming

The minimum number of the source peers and the delay time between packets
of the source peer which enable files encoded with MPEG–1, MPEG–2, DivX to
download and replay simultaneously are found. The relations between time vari-
ations needed to download all files and the number of source peers are observed.
The results are shown in Table 1.

3.3 The Simultaneous Download and Upload

Fig. 8 shows an example system which several users can replay the media file
simultaneously. The test file is amuro.mpg which size is 352 × 240, and the
frame rates are 30fps, bit rates are 172KBytes/s. Even though there is only
one media file originally, 4 peers could replay media files simultaneously through
simultaneous download and upload. This feature increased the distribution speed
of contents and the number of simultaneous users more than two times. Fig. 9
and Fig. 10 show the client and server view of intermediate node respectively,
and Fig. 11 shows a client view of the bottom node.
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Table 1. Characteristics of download and simultaneous replay for MPEG–1,2, DivX
and Avi

File Number of Delay time Data transmission Download File replay
name source peers between packets rate(Kbytes/s) time(sec) time(sec)

Amuro.mpg 1 5ms 182.85 250
(MPEG–1, Low 2 5ms 262.56 174 268

Resolution) 3 15ms 187.88 243
Boa.mpg 1 2ms 455.11 147

(MPEG–1, High 2 5ms 262.56 255 259
Resolution) 3 10ms 259.24 258
Sheri.VOB 3 2ms 749.26 392 407

4 2ms 808.42 364
Ani.avi 1 15ms 66.06 387 1203

(Divx4, mp3)
X-file 1 5ms 182.00 184 314

(Divx3, mp3) 2 15ms 117.70 284
badboy.avi 1 5ms 192.00 520

(Xvid, mp3) 2 10ms 190.00 526 622
3 15ms 208.00 480

Firstlove.avi 1 2ms 455.11 340
(Divx3, AC3) 2 5ms 262.56 589 629

3 10ms 259.24 597

Fig. 8. System configuration Fig. 9. Client view of an in-
termediate node

Fig. 10. Server view of an
intermediate node

Fig. 11. View of a bottom
client
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4 Conclusions

The existing contents sharing programs had a shortcoming that the response
time is long and it is not possible to confirm whether the contents is what the
user wants or not during download. On the other hand, the existing researches on
P2P multi-source media streaming did not considered the contents distribution
services.

The proposed system can perform data transmission and receipt, file store
and file replay simultaneously, therefore it can distribute contents between P2P
peers easily. The system has an advantage to reduce the user response time
and several features as it follows. First, it provides higher media transmission
rates than that needed for file replay because it receives data from several peers.
Experimental results show that the data transmission rate increased more than
683%. Second, the media can be replayed in real-time by saving received media
as a file simultaneously. In addition, the contents distribution is also possible.
Third, transmitting a part of media file which downloading peer has, makes fast
distribution and diffusion of contents possible and the number of simultaneous
user increases more than two times.
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Abstract. In this paper, the inclusion of a videoconferencing server is
proposed as a new feature for TV broadcast systems. With this feature,
TV broadcast stations can enable viewers to participate in TV programs
by using a videoconferencing client. Some program concept ideas, such
as game, talk, and radio shows, are analyzed in this paper from the
feature’s point of view. The technical implementation of the feature is
studied by sketching the implementation in a real broadcast system as
well as creating a reference implementation, which is tested in a real
TV broadcast system. The results show that the feature is possible to
implement and it suits well into TV environment, because it provides
participation with visual aspect. Hence, it can be easily seen that this
feature has its place in a future TV broadcast system.

Keywords: Videoconferencing, TV broadcast, SIP

1 Introduction

Many TV programs enable viewer participation. So far, the three alternatives for
participation have been phone call, Short Message Service (SMS), and moving
camera. In the first one, the viewers call a certain phone number to get their voice
into the live TV broadcast. In the second one, the viewers send a SMS, which is
shown in the TV broadcast. In the third alternative, a reporter interviews people
in a live TV broadcast with a moving camera. The reason why this feature is
popular is that it offers ordinary viewers a chance to become famous for a short
moment; a chance to be seen or heard in a live TV broadcast.

The key idea of this paper is to extend viewer’s participation through video-
conferencing. It has several advantages over other alternatives. First, it enables
participation with a plain videoconferencing device regardless of location, which
means that in the future it will be possible for everyone. Second, it provides not
only live audio, as with a normal voice connection, but also live video. Third, it
provides more rich content for the TV broadcast with a low cost for the station.
Fourth, it enables to create new kind of concepts for TV programs.

This feature needs at the simplest only two extra elements for the TV broad-
cast system: videoconferencing server and a video mixer. Furthermore, the only
requirement for the videoconferencing client is interoperability with the server
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in the broadcast system. Hence, the merging of videoconference into a broadcast
system has been technically possible for some time.

The feature introduced in this paper will work in both analog and digital TV
broadcast systems, but since television is evolving to its digital counterpart, the
focus is on the digital TV. In addition, digital TV includes interactive applica-
tions, which add value to this feature. For example, the viewer could get addi-
tional information about the person on the screen by clicking a certain button.

Videoconferencing is a widely researched topic. International Telecommuni-
cations Union (ITU) began to work with their first videoconferencing protocol,
H.320, in 1990 followed by Internet Engineering Task Force (IETF) a couple of
years later [1],[2]. On the other hand, broadcast with participation has not been
a popular subject for research, though some research has been done on gaming,
an example is the virtual game show developed by Greenhalgh et al. [3].

2 Background

2.1 Digital TV Broadcasting

The main purpose for the TV broadcast system is to transmit the source audio-
visual (A/V) signal through a network, such as terrestrial, cable, or satellite. In
digital TV, the signal is broadcasted digitally, and the broadcast stream includes
interactive applications as well. In addition, the digital TV broadcast requires
less bandwidth, because the transmitted signal is compressed.

Figure 1 shows Otadigi [4],[5] as an example of a digital TV broadcast system.
It is a Digital Video Broadcasting - Terrestrial (DVB-T) compliant academic and
research system located in the Helsinki University of Technology campus area.
In Otadigi, the source A/V signal is first encoded into MPEG-2 format using
the MPEG-2 encoder. Then, the application stream from the Object carousel
is combined with the encoded stream in the Multiplexer. Finally, the combined

Fig. 1. Otadigi Digital TV broadcast system
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stream is modulated with the Modulator and transmitted via antenna. Otadigi
uses DVB-ASI IP links to transmit data between different physical locations.

2.2 Videoconferencing

Videoconferencing is an audiovisual communication service between two or more
parties. While videotelephony is the essential part of the service, it can provide
also additional services, such as file sharing. Videoconferencing systems can be
divided into two groups: dedicated group videoconferencing systems [1] and per-
sonal videoconferencing systems. This paper focuses on the latter group, which
includes videoconferencing using Personal Computers (PC), mobile phones, and
digital TV receivers.

Videoconferencing service needs three elements: signaling protocol, video
codec, and audio codec. The most common signaling protocols are Session Ini-
tiation Protocol (SIP) [6] and H.323 [7]. H.263 and MPEG-4 are examples of
popular video codecs. G.723 and G.711 are well known audio codecs. In order to
provide the service, a videoconferencing device needs video camera, microphone,
loudspeaker, screen, and network connection.

Personal videoconferencing has not yet become as popular as some people
have predicted [8]. The reason for this is the lack of popular commercial de-
vices providing videoconferencing. PCs have this feature, but it has not become
successful, because it requires technical skills in PC environment. However, by
including this service in future mobile phones and digital TV receivers, the num-
ber of videoconferencing users will increase rapidly.

2.3 Videoconferencing Signaling Protocols

The two major protocols for personal videoconferencing, SIP and H.323, are
coming from two different telecommunication fields. The former was originated in
the Internet world, while H.323’s background is in telecommunication networks.
Because of their different origins, both protocols have different strengths and
weaknesses. These protocols are widely used at the moment, and it seems unlikely
that either one of them will become dominant in the near future.

SIP is a control and signaling protocol developed by IETF. The main purpose
of SIP is to create, modify and terminate sessions with one of more participants.
Its main advantages include scalability, extensibility, and flexibility. In addition,
it is an open standard very similar to HyperText Transfer Protocol (HTTP).
Currently, the main problem of SIP is the lack of interoperability support with
Public Switched Telecom Network (PSTN). [6]

H.323 is an ITU recommendation for multimedia communication signaling
[7]. It relies heavily on several other ITU recommendations, such as H.245,
H.225.0, H.332, H.450.1, H.450.2, H.450.3, H.235, and H.246. The signaling and
the call setup are based on Q.931 Integrated Services Digital Network (ISDN)
signaling protocol. The strengths of H.323 are full backwards compatibility with
older versions, and interoperability with PSTN [9]. The main weakness of H.323
is its complexity.
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3 TV Program Concepts

Many TV programs provide participation through phone line. Videoconferencing
can replace phone line in all cases, and it is also more suitable for TV environ-
ment. Another common way to enable participation is to have a moving camera
with a reporter, which makes it very limited as it needs expensive equipment,
and it is tied to a certain location. The main benefits of videoconferencing over
moving camera are the cheap price for the broadcast company, and that it is
accessible for a large audience regardless of their location. However, its main
drawback is the audio and video quality compared to the moving camera.

3.1 Game Shows

In the current TV game shows, viewers can participate through a phone line.
The viewer plays the game with the phone as a controller and the game screen
is broadcasted live. In addition, the host of the game is able to interview and
hear the viewer’s comments through the phone line.

Using the technology proposed in this paper, this concept can be extended
to use videoconferencing instead of phone line. This extended version enhances
the viewer’s participation level and it is more suitable for TV. It would make
the game also more interesting, as the live video of the player would be added
into the game screen, and the player would create more drama by his actions
and expressions. In addition, it enables the creation of new game show concepts,
which take advantage of the videoconferencing. For example, the game could
require some kind of visual response, such as acting, from the player.

3.2 Talk Shows

Different kinds of talk show concepts use phone line participation. For example,
in political talk show related to upcoming elections, the viewers are able to give
comments or ask questions. Again, by using videoconferencing instead of phone
line this concept would suit better into TV. Moreover, it would make possible to
create programs, which could rely more in the interaction with the viewers. For
example, a program could simply have a politician answering viewers’ questions.

3.3 Radio Show Concepts in TV

New kind of concepts in TV could be obtained by transferring ideas, which are
originally radio shows using the participation via phone line. An example of
this is a Finnish radio program “nature night”. It is a program where specialists
answer people’s questions related to nature. This concept has been brought to TV
already, but the TV version did not bring much more value since the interaction
was still through the phone line.

With videoconferencing, the TV version could work much better as the people
asking questions are being broadcasted as well. Moreover, the people would be
able to show pictures, for example of animals, in live TV broadcast.
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4 Technical Implementation

4.1 Requirements

In order to provide the new feature introduced in this paper, a new subsystem
is needed in the broadcast system. The subsystem, shown in Figure 2, includes
two elements: videoconferencing server and video mixer. The videoconferencing
server handles the signaling for the videoconferencing, receives the encoded A/V
signal from the client, and decodes it into raw format. Then, the decoded A/V
signal is mixed with the broadcast A/V stream in the video mixer into one
stream, which can be broadcasted. In addition, the video mixer will decide the
location and the size of the videoconferencing stream.

Signaling
(SIP/H.323)

Videoconferencing
server

Video Mixer

Decoders

Raw A/V
signal Raw A/V

signal

Encoded
A/V stream

Raw A/V signal

To MPEG-2 encoder

Fig. 2. Technical implementation for merging videoconferencing into broadcast stream

The server needs to support at least either one of the most common videocon-
ferencing protocols (i.e., SIP and H.323). The best solution would be to support
both protocols. In addition, the server needs to support as many of the common
audio and video codecs as possible.

In the digital TV broadcast system, the best location for this would be before
MPEG-2 encoding takes place. In the broadcast system reference model shown
in Figure 1, it would be between the A/V signal and the MPEG-2 encoder.

4.2 Implementation in a Commercial Broadcast System

When the implementation of this feature in a commercial broadcast system is
considered, a list of requirements can be identified. First, the station wants
to control the access to the videoconferencing server. This would be done by
receiving the videoconferencing calls in a call center, and then redirecting the
accepted calls to the videoconferencing server. Second, the quality of video and
audio quality signal should be very high. This means that professional hardware
video mixer and decoders are used. Third, the TV program director would like
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to have control over the location and the size of the videoconferencing video
stream on the screen. This is possible by using the hardware video mixer. Fourth,
the system must be interoperable with most available videoconferencing clients.
Hence, it must support both SIP and H.323 as well as all common audio and
video codecs. Finally, the one-way delay from the client to the TV broadcast
should be 150 ms at the maximum [10].

4.3 Reference Implementation

A reference implementation was implemented in order to show the feasibility
of the ideas proposed in this paper. The implementation is shown in Figure 3.
The video mixer and the videoconferencing server were included in the same
software, which is running in a Linux PC. The software was written in Java and
it uses Java Media Framework (JMF) for audio, video, and Realtime Transport
Protocol (RTP) handling.

Linux PC

Videoconferecing server

Video mixer

SIP client

JMF Renderer (Addin)

JMF Renderer (Mixer)

Encoded A/V
stream from
client

SIP signaling

Raw A/V
buffer

Rendered
A/V signal A/V signal

converter

A/V signal to
encoder

A/V stream from
video file / v4l device

Fig. 3. Reference implementation

The signaling in the videoconferencing server is handled by a simple SIP
client, which is based on previous work done in the same project [11]. When it
gets SIP INVITE message, it will automatically accept the incoming call and
start receiving audio and video streams. After the streams are received, JMF will
set up a path, where the data is first decoded, and then passed to the customized
renderer.

The mixer accepts broadcast stream input from a video file recognized by
JMF or from Video for Linux (v4l) device. Hence, this implementation can take
a real A/V signal as an input, if the video capture card in use has a driver for v4l.
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The solution for mixing the A/V signals is to use customized JMF renderers
for audio and video. All renderers know whether they are acting as a video mixer
or if they are just passing data to the video mixer. Then, by using static object
pointers, the renderer acting as a video mixer mixes the data coming from its
input and the data obtained from the videoconferencing server’s renderer.

Finally, the A/V signal is routed to the sound card and the video card.
Then, the signal is converted into a signal, which the MPEG-2 encoder accepts,
by using a hardware converter and fed into the encoder.

5 Results

The reference implementation was tested in Otadigi with real broadcasting
equipment. The server was run in a Linux PC with AMD Duron 1.3 GHz pro-
cessor and 1024 MB of memory. The size of the server byte code was small, only
327 kB. The server was connected to the MPEG-2 encoder through an Easy
View signal converter, which converted the RGB signal from the computer to a
SVHS signal.

Fig. 4. Reference implementation screenshot

A videoconferencing connection was established between a simple SIP client
with videoconferencing features and the server. The main problems were poor
audio and video quality, and large delay between an active videoconferencing
connection and the first video frame rendered, which was 9.8 s. In addition,
the delay between the first video packet sent by the client and the first video
frame rendered was 3.4 s. The delay was large because of JMF, which is not
capable of handling delay-sensitive real-time connections. However, the feature
was working, as shown in Figure 4, which was obtained from a commercial
digital TV receiver. Moreover, the delay problem will be solved, if a commercial
videoconferencing server is used.

6 Conclusion

Viewer participation in TV programs through videoconferencing is a new feature
proposed in this paper. The feature can be implemented by adding two elements
into TV broadcast system: videoconferencing server and a video mixer.
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The feature has many advantages, which make it an interesting new feature
for future TV broadcast systems. First, it is easy to implement, which is shown
in this paper by developing a reference implementation. Second, it is a relatively
cheap feature for both broadcast company and the viewers, as it uses common
videoconferencing technology. Third, it enhances existing concepts using partic-
ipation as well as enables the creation of new concepts.

The main problem with this feature is the lack of viewers with videoconfer-
encing devices. Since this feature relies a lot in the accessibility of the feature,
it is very important that most of the viewers are able to use it. The future
looks good, although it is not sure how long does it take before the number of
videoconferencing clients is high enough.

Interesting issues for further studies include integration with digital TV’s
interactive applications, and development of advanced features in set-top box
providing videoconferencing client.
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Abstract. In this paper, an efficient algorithm to look for backup par-
ents in preparation of parent leaving is proposed for application layer
multicasting whose topology is constituted in the shape of a tree from a
single source node. In most conventional methods, each child node starts
searching for its new parent after its parent node leaves from a multicas-
ting tree. This reactive operation often causes long interruption period.
In our proposal, each node holds its parent candidate proactively over
redundant overlay trees. Proactive route maintenance leads to smooth
switching to a new parent after node leaving and failure, and redundant
structure of a multicasting tree avoids exhausting search of a backup
parent. Computer simulations are also carried out and effectiveness of
the proposed approach is verified.

1 Introduction

Internet broadcasting has attracted attention of many researchers since the ad-
vent of IP multicasting [1]. The IP multicasting is an effective mechanism that
can completely eliminate redundant data delivery to the multiple subscribers.
However, the IP multicasting suffers from its quite slow deployment in the In-
ternet due to inefficient support of native IP multicasting by the routers of cur-
rent commercial ISPs. Application layer multicast (ALM) or overlay multicast
emerges as an alternative to the IP multicasting. It enables packet multicasting
delivery in an application layer without changing any network infrastructure of
the current Internet. Instead of extending router functions, each end host receives
a packet, replicates and forwards it to the next end hosts on an overlay network.

The most active research area about the ALM is a design of routing proto-
cols [2]–[13]. There are several measures to evaluate effectiveness of the routing
protocols as follows: (a) quality of the data delivery path, that is measured by
stress, stretch and node degree parameters of the overlay multicast tree against
native IP multicasting, (b) robustness of the overlay, that is measured by the re-
covery time to restore a packet delivery tree after abrupt end host failures, and
(c) control overhead, that represents scalability of the protocols against large
number of receivers.

One of the unavoidable problems of the ALM is that end hosts have to recon-
struct the overlay network after a node leaves the multicast session or fails. In
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IP multicast, because the non-leaf nodes in the delivery tree are routers, we do
not have to take into account the preceding problems. However, in the ALM, the
non-leaf nodes are end hosts. End hosts are free to leave the multicast session,
hence it is important to restore the packet delivery tree in these cases. Never-
theless, although quite a lot of routing protocols are proposed, most researchers
focused on reactive restoration of a delivery tree. That is, end hosts start to
search for its new parent after its old parent node departures.

Some researchers considered proactive approaches, in which backup routes
are maintained before the parent departure happens. In Probabilistic Resilient
Multicast (PRM) [12], each host chooses a constant number of other hosts at
random and forwards data to each of them with a low probability. This operation
indirectly contributes to backup route maintenance. However, PRM generates
extra data overheads that cannot be negligible for some applications such as live
media streaming. Another proactive approach called Yang’s approach in this
paper employed control packets instead of data packets [13]. In this approach,
backup routes are calculated proactively whenever a node leaves or joins. When
a node leaves, a backup route previously calculated is immediately applied and
next backup routes are updated. When a new node joins, next backup routes
are calculated without activating the previous backup route. Calculation of the
backup routes is lead by two nodes; the parent node and the grandparent node of
the leaving/joining node. A problem of this approach is that, when a node cannot
form a backup route due to degree constraints of its children nodes, it employs
grandchildren and below until a node without the degree constraint will be found.
Another problem is that two nodes have to be involved in the backup route calcu-
lation whenever leave/join events happen. We therefore propose a novel proactive
approach that avoids the degree limitation problem by forcing each node to pre-
pare a redundant route for backup. Each host communicates with its grandparent
and registers its backup parent information. When a node leaves the overlay net-
work, it is guaranteed that all of its children can connect to their backup parents
at worst in the same layer. In addition, the number of nodes to be engaged in
the backup route update will be reduced to unity as shown later. The rest of
this paper is organized as follows. Section 2 reviews the related work. Section 3
proposes the proactive backup route maintenance mechanism. Section 4 provides
results of performance evaluation. Finally, Section 5 concludes this paper.

2 Related Work

Most of the application layer multicast protocols focus on how to construct an ef-
ficient multicast tree. Narada [2] and ALMI [3] are mesh-first protocols that were
designed for small groups. Scattercast [4] is another mesh-first protocol for larger
groups, which utilizes a set of proxies to which end hosts register. Yoid [5], Over-
cast [6] and Peercast [7] are tree-first protocols for larger groups. Bayeux [8] and
CAN-based multicast [9] utilize structured P2P routing known as the distributed
hash table (DHT) algorithm. ZIGZAG [10] and OMNI [11] are recently reported
ALM protocols. ZIGZAG organizes a multi-layer hierarchy of bounded-size clus-
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ters of peers and constructs a multicast tree for each peer to receive contents
from a “foreign” head. This procedure avoids occurrence of network bottleneck
and keeps small end-to-end delay. OMNI presents a decentralized and adaptive
update mechanism of an overlay network to minimize average-latency to the en-
tire hosts with degree constraints. However, for node leaving and failures, these
protocols employ reactive actions, i.e. they start to find new routes after the
node departure happens. Therefore, long interruption period sometimes occurs
in children nodes, which severely degrades streaming performance.

On the other hand, PRM [12] uses a proactive approach of reconstructing
overlay network. Randomized forwarding seems to be effective in some situation,
but this scheme may generate huge traffic of backup route maintenance. Yang’s
approach [13] forces each non-leaf host to pre-calculate a backup parent for each
of its children. In this scheme, recovery time to restore overlay network is cut
down with appropriate amount of control packets. However, in this approach,
pre-calculation of a backup route sometimes consumes heavy computational cost
because degrees of upper layer nodes are usually filled up. A node that seated
in upper layers in the overlay cannot find its backup route until going down to
lower layer nodes having no degree constraint.

3 Proposed Method

Construction of an overlay network is similar to constructing a degree-
constrained spanning tree. Each end host is restricted to have children that
receive data from the host, because the bandwidth is limited between the host
and its children. It is known that the degree-constrained minimum spanning tree
problem is an NP-complete problem, and many researchers had tried to alleviate
the problem with some heuristics. However, instead of focusing on this problem,
this paper pays attention to how to reconstruct a feasible spanning tree that can
recover quickly in the case of node leaving and failures.

3.1 Reactive Reconstruction of an Overlay Network

When a host “leaves” an overlay network, it can send a message to inform af-
fected nodes of its leaving the network. When a host suddenly “fails”, it cannot
send a message, so affected nodes have to detect this failure by some sort of
heartbeat mechanism. We first take up Peercast [7] as an example of the reac-
tive approaches. It proposed some recovery processes after a node leaves; root,
root-all, grandfather, and grandfather-all. Among these, we choose the “grand-
father” policy for comparison purpose because its performance is most graceful
overall. In this grandfather policy, when a node leaves, the children of the leaving
node contact their grandfather. If a node fails, the children of the node contact
the source node rooted at the overlay tree because they cannot recognize their
grandfather. The main task is to find a new parent for each affected child as
quickly as possible. However, especially in the node failure phase, it takes longer
time because each affected node searches for its new parent by contacting the
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rooted node in the tree, that might be quite far from the affected node. Fur-
thermore, when the upper layer nodes are filled up in degrees, backup parent
finding operation has to be repeated to reach the node that might be located at
the lower layer (possibly, a leaf node).

3.2 Proactive Route Maintenance over Redundant Overlay Trees

We therefore apply a proactive approach in order to reduce the time of restora-
tion of an overlay network. It is most important that we construct an overlay
tree without each host maximizing its out-degree. Total out-degree may be cal-
culated by the bandwidth of the connection of an end host divided by the media
playback rate. If an end host has total out-degree = n, it can have n children
in the previous work. However, in our scheme, we force an end host with to-
tal out-degree = n to have n-1 children only. This limitation simplifies backup
route calculation, in which parent finding operation is completed at the children
layer, and contributes to overhead reduction. Let us explain an example in de-
tail. Firstly, new node participation process is carried out as follows. In Fig. 1,
it is assumed that total out-degree of each node is equal to 4. In the previous
work, when new node 8 requests to connect to node 1, node 1 accepts node 1
as its child because its degree is not filled. However, in our proposal, node 1
refuses the request because the rest of degree of node 1 is only one. As a result,
node 8 is redirected to node 2. Next, backup route calculation is carried out by
the parent node as follows. In Fig. 2, when node 8 connects to node 2, node 2
checks its children list. Since node 2 has three children, when node 2 leaves, node
1 cannot accommodate all the children of node 2 due to its degree constraint.
Therefore, node 2 sends the children list to node 1. Node 1 then measures a
round trip time to each grandchild, and informs the fastest node that node 1
will be its backup parent. Node 1 also informs the other nodes that faster nodes
will be their backup parents. In Fig.2, node 5 is the fastest, node 6 is the second
and node 8 is the last. Therefore, node 5 chooses its grandparent, node 1, node 6
chooses node 5, and node 8 chooses node 6, respectively, as their backup parents.
As a special case, when the children list of node 2 includes node 8 only (i.e. no
other children exist), node 2 immediately informs node 8 that node 1 will be a

Fig. 1. An example of new node participation
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Fig. 2. An example of backup route selection

backup parent of node 8. This backup route calculation is also carried out when-
ever the node leaving/failure event happens similar to the node participation
case. When a node leaves a network, the backup route which skips the vanished
node is immediately applied and the new backup route calculation follows. Note
that layers to which the backup route calculation is applied are limited at worst
at the grandchild layer. It never goes down to the lower layers dissimilar to the
previous approaches. Backup routes created above are certainly efficient as long
as each host does not fully utilize its out-degree. However, it is possible that a
host maximizes its out-degree by accommodating a new node after restoring an
overlay tree. When this happens, a tree reconstruction procedure is invoked by
the host itself in order to recover the route redundancy. Currently, this proce-
dure is carried out by asking the children and below except the newly connected
node whether their out-degrees are filled up. When an acceptable node is found,
the newly connected node is moved to the acceptable node.

4 Performance Evaluation

We carry out computer simulations using ns-2 simulator [14]. We are mainly
interested in the resilient performance that indicates how fast the overlay tree
can be restored and in the reduction of control overheads thanks to provision of
redundant routes. We compare our scheme with the promising reactive scheme,
called the grandfather policy, described in Subsection 3.1. We also compare our
scheme with Yang’s approach, which is the previous proactive scheme proposed
in [13]. Our simulation topology has 24 routers, in which four of them are domain-
to-domain routers. End hosts randomly connect to one of the 20 routers except
the four inter domain routers. Figure 3 represents a part of our topology. The
number of hosts varies from 50 to 400. The link latencies vary from 10 ms to
100ms. The out-degree of each host is fixed at 4. The overlay tree is constructed
at once after each experiment starts. Then end-hosts randomly join and leave
the tree every 10 seconds.
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Fig. 3. Network topology used in computer simulations

4.1 Comparison of Recovery Latencies

Figure 4 compares recovery latencies of grandparent policy of the reactive ap-
proach, Yang’s approach and the proposed backup route maintenance method.
Recovery latency is the time after an affected node of a leaving node connects
to a new parent and receives data packets from the parent. From this figure, we
can recognize that the average recovery time of the reactive method is twice or
more higher than that of the proactive methods when a node leaves, and 10 times
higher when a node fails. This result is relevant because it is almost proportional
to the average number of nodes contacted by children nodes of the leaving node.
The proactive methods enable the affected nodes to connect to their backup par-
ents immediately. This is common in both proactive methods, so their results
are nearly equal. On the contrary, in the reactive method, the request may be
rejected by the contacted node due to the degree constraint and be repeated
until it will be accepted. Probability of this rejection becomes higher when each
node contacts to an upper layer node, especially in the node failure case, where

Fig. 4. Comparison of recovery latencies
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affected nodes have to contact to the source node rooted at the overlay tree. As
the number of end-hosts increases from 50 to 400, the recovery time of the reac-
tive approach for node failure increases. This is because the height of an overlay
tree becomes deeper on the average. On the other hand, recovery latencies of
the proactive approaches are almost the same independently of the number of
nodes because it is enough for each affected node to contact only one node.

4.2 Comparison of Control Overheads

Figure 5 compares total number of control packets of the reactive method, Yang’s
method and the proposed method. Control packets represent all signaling packets
except data packets and heartbeat messages. From this figure, we can recognize
that Yang’s approach generates higher control packets than others. In addition
to its possible iterative search problem, another reason is that it has to activate
two nodes (parent and grandparent) for its backup route maintenance, because
addition of a new node (child) sometimes invalidates previous backup routes
that have to be updated by the grandparent. Note that our scheme activates a
parent node only due to the route redundancy. We also observe that our scheme
performs almost similar to the reactive scheme. This is because the reactive
method generates more packets when iterative parent search is invoked. Thanks
to the route redundancy again, our approach does not cause the iterative requests
even if it generates excessive control packets for backup route maintenance. As
a result, both overheads are almost the same.
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5 Conclusions

This paper proposed proactive backup route maintenance over redundant overlay
trees in order to enable smooth tree recovery and to reduce control overheads.
Computer simulations were carried out, and it was verified that the recovery
latencies were drastically reduced while the overhead of control packets was
almost the same against the reactive approach. Furthermore, improvement to
the existing proactive approach is also provided quantitatively. As future work,
implementation of the proposed ALM system has to be evaluated along with the
mathematical modeling.
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Abstract. Most of existing rate control schemes in the literature focus
on the bit allocation under the assumption of constant frame rate. As a
result, the distortion of consecutive frames varies in a great extent, which
may result in low temporal quality (e.g. flickering effect). In this work, we
design rate control with two control parameters (i.e. quantization factor
and frame rate) to achieve better tradeoff between spatial quality and
temporal quality in low complexity. Our optimization gives two suggested
quantization step sizes. One is used to change the frame rate in order to
allocate how many bits used in the current frame. Another one is used
to change the quantization factor in order to quantize MBs to achieve
target bit rates. The experimental results suggest that our scheme can
achieve more consistent quality while keeping high spatial quality.

1 Introduction

Standard video systems, such as H.261/2/3/4 and MPEG, exploit the spatial,
temporal and statistical redundancies in the source video. Since the level of re-
dundancy changes from frame to frame, the number of bits per frame is variable,
even if the same quantization parameters are used for all frames. Therefore, a
buffer is required to smooth out the variable video output rate and provide a con-
stant video output rate. The rate control is used to prevent the buffer from over-
flowing (resulting in frame skipping) or/and under-flowing (resulting in low chan-
nel utilization) in order to achieve good video quality. For real-time video com-
munications such as video conferencing, it is more challenging as the rate control
is required to satisfy the low-delay constraints, especially in low bit rate channels.

Many traditional rate control schemes (e.g. [1], [4], [5], [6]) adjust quantiza-
tion parameters of the macro-blocks (MB) only. However, there are other control
parameters to do the rate control (e.g. spatial and temporal resolutions). Some
current research proposed the rate control schemes by adjusting another control
parameter (e.g. frame rate)[2], [3]. By doing this, consistent quality can be ob-
tained over frames. In other words, the flickering effect, caused by the fluctuation
of spatial image quality between consecutive frames, can be reduced. Although
the fact that the change of PSNR does not correspond to flickering completely,
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it is observed that the flickering effect can be reduced by keeping the image
quality of each frame almost constant [3]. However, their schemes have large
computational complexity and time delay although sub-GOP is used instead of
GOP. In this work, we design a new rate control scheme with low complexity to
have better tradeoff between spatial quality and temporal quality by changing
both quantization parameters and frame rate.

In this work, we present a frame-rate controlled rate control scheme for en-
coders in real-time video communications. This work focuses on doing rate con-
trol for inter-coded frames (i.e. P-frame), which is used mostly in low-delay
video communication. We first describe what rate and distortion models are be-
ing used. Based on these models, we minimize the distortion subject to the target
bit constraint and minimize the bit rate subject to the target distortion in two
optimizations. By Lagrange optimization, we obtain two formulas that indicate
how to choose the quantization parameters and the frame rate to encode frames
with high spatial quality and consistent quality.

This paper is organized as follows. In the following section, we describe the
rate and distortion models. In section 3, we describe two optimizations with the
target bit rate and the target distortion constraint. In section 4, our proposed
rate control scheme is described. In section 5, the experiments are conducted to
evaluate the performance. Finally, the conclusion is made.

2 Rate and Distortion Modeling

In DCT-based motion compensated video encoders, the current video frame to
be encoded is decomposed into 16x16 macroblocks (MB). Motion estimation and
compensation are applied to give the residue MB, each of which is divided into
sixteen 4x4 blocks and discrete cosine transform is applied to the 4x4 residue
blocks in H.264 [8]. After that, the DCT coefficients within a block are quantized,
zigzag scanned and encoded with variable length coding in general. The number
of encoded bits and distortion of a given MB are observed to be dependent on
the MB’s quantization step size Q and the standard deviation σ of the residue
MB.

By the property of the motion prediction process, the pixel values of the
residue MB tend to have a characteristic distribution of Laplacian probability
density function with standard deviation σ. Based on this, we use the following
quadratic rate model Ri and MSE distortion model Di [1] of the i-th MB in our
optimization.

Ri = A(Kσ2
i /Q2

i + C) (1)

Di = aα2
i Q

2
i (2)

where A is the number of pixels in MB, σi is the standard deviation of the i-
th MB, Qi is the quantization step size of the i-th MB, K is the rate model
parameter, C is the overhead rate, a is the distortion model parameter, αi is the
weight of the i-th MB.
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This rate model is valid at low bit rates whereas the distortion model is
valid for uniform quantizers of uniform data distribution with a = 1/12 and
αi = 1. Although these two models are not very accurate, it is quite suitable for
real-time rate control because these models are simple and efficient to reduce
the complexity of updating model parameters. These models are used from the
optimizations in the following section.

3 Optimization

In this section, we derive formulas for two optimal quantization step sizes Q∗.
One is to minimize MSE distortion subject to the target bit constraint. Another
is to minimize bit rate subject to the target distortion constraint. The same rate
model and distortion model just described are used for these two optimizations.

3.1 Constant Target Bit Rate, B

The quantization step sizes are chosen based on the following optimization for-
mula. The original problem is

Q∗
1, Q

∗
2, ..., Q

∗
N = arg min

Q1,...QN∑N
i=1Ri=B

1
N

∑N
i=1Di (3)

where Q∗
i is the optimal quantization step size of the i-th MB, Ri = A(C +

Kσ2
i /Q2

i ) is the estimated number of bits for i-th MB, , B is the target number
of bits for the frame, N is the number of MB of the frame.

By using Lagrange optimization, the problem becomes

Q∗
1, Q

∗
2, ..., Q

∗
N , λ∗ = arg min

Q1,...QN ,λ
{ 1

N

N∑
i=1

(aα2
i Q

2
i ) + λ[

N∑
i=1

A(K σ2
i

Q2
i

+ C) − B]} (4)

The expression (found in [1]) for the optimization quantization step size Q∗
i

in the bit-constraint optimization is

Q1 : Q∗
i =
√

AK

B − ANC

σi

αi

∑N
k=1αkσk i = 1, 2, ..., N. (5)

This quantization step size is used to quantize the coefficients in our rate
control to achieve the desired target bit rate B.

3.2 Constant Target Distortion, D0

Similar to the approach to the bit-constraint optimization, the constant-
distortion problem is

Q∗
1, Q

∗
2, ..., Q

∗
N , λ∗ = arg min

Q1,...QN ,λ
{

N∑
i=1

A(K σ2
i

Q2
i

+ C) + λ[ 1
N

N∑
i=1

(aα2
i Q

2
i ) − D0]} (6)

where D0 is the target distortion of the current frame.
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The expression for the optimization quantization step size Q∗
i in the

distortion-constraint optimization is

Q2 : Q∗
i =

√
σiND0

aαi

∑N
k=1αkσk

i = 1, 2, ..., N. (7)

This quantization step size Q2 is used as a reference to change the frame rate
such that the desired target bit rate can be obtained. In the Algorithm section,
the details of how to use this step size are described.

Eq. (5) and Eq. (7) have common behavior.

1. They (i.e. Q∗
i ) both increases with σi. Based on the equations, they are

directly proportional to
√

σi.
2. They depend only on one model parameter. Eq. (5) and Eq. (7) is dependent

on K and a only respectively.
3. They both contain the term S =

∑N
k=1αkσk. Once S is calculated in one

equation, S can be re-used in another equation. This reduces computational
complexity.

4. Eq. (5) is directly proportional to eq.(7) (i.e. Q1 = LQ2 where L is constant).
They all are proportional to

√
σi/αi. Q1 = L1

√
σi/αi and Q2 = L2

√
σi/αi

where L1 and L2 are constant. Once one quantization equation is used, an-
other quantization equation can be obtained through the relationship equa-
tion (i.e. Q1 = LQ2) instead of the original equation. This also reduces the
computational complexity, which is much smaller than the scheme in [2] and
[3]. In [2] and [3], their schemes require to calculate the estimated histogram
of the difference (HOD) between two consecutive frames each time and find
quantization factors by multi-pass iterations. The computational complexity
and time delay are still large although sub-GOP is used instead of GOP.

4 Rate Control Algorithm

In this section, we will propose our rate control algorithm. In our experiments,
the first frame is intra-coded (I-frame) with a fixed quantization parameter.
The following frames are of type P. This means that they are predicted from
the corresponding previous decoded frames using motion compensation and the
residue is obtained. First, we do the rate control in the frame layer. After that,
we do the rate control in macro-block level, which is similar to TMN8.

4.1 Frame-Layer Rate Control

The encoder buffer size W is updated before the current frame is encoded.

W = max(Wprev + B′ − Rm/F0, 0) (8)

where Wprev is the previous number of bits in the buffer, B′ is the actual number
of bits used for the encoded previous frame, R is the channel bit rate (bit per
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Table 1. Actual frame, skipped frames and relationship between j and m. (Original
frame rate: 30fps)

j 1 2 3 4 5 6
m 1 2 3 4 6 12

Skipped frames 0 1 2 3 5 11
Frame rate (fps) 30 15 10 7.5 5 2.5

sec), F is the initial frame rate (frame per sec), and m is the control parameter
to change a frame rate.

After updating the buffer size, if W is larger than or equal to the predefined
threshold M(= R/F ), the encoder skips encoding the frames until W is smaller
than M . This means that buffer overflow will not occur at the cost of frame
skipping. Same as [2] and [3], the frame rate is only updated for a period of 12
frames. The possible frame rates (i.e. 30, 15, 10, 7.5, 5, and 2.5) of each period
are obtained from the look-up Table 1, which is the same in [2] and [3]. When
frame rate is changed, the current frame rate will be stepped down or up by 1.
For example, if the previous frame rate is 10 fps, possible next frame rate is 7.5,
10 or 15 fps. Human is sensitive to large sudden change in frame rate (e.g. 2 or
more steps). Within the period, the frame rate remains unchanged. For the first
frame of each period,

1. Compute all of σi

2. Compute S1 =
∑N

k=1αkσk

3. Compute the optimal Q, Q∗
i =
√

σiND0
aαiS1

where D0 is the average distortion
of frames from previous period.

4. Estimate the number of bits required per frame for small change in distortion
R̂ =

∑N
i=1A(K σ2

i

Q∗2
i

+ C)
5. Change the frame rate (F0: initial frame rate)

Define R̂u = (m + 1)R/F0 and R̂l = (m − 1)R/F0
– If R̂ > R̂u, then j = j + 1 and find the corresponding m from look-up
Table 1 (decrease the frame rate)
– If R̂ < R̂l, then j = j − 1 and find the corresponding m from look-up
Table 1 (increase the frame rate)

6. Calculate the target bit of each frame B = Rm/F0 − Δ
where

Δ =
{

W/F W > 0.1M
W − 0.1M , otherwise

(9)

Step (1) calculates σi of all the MBs in a frame. Step (2) computes S which is
used directly by two models (described in behavior (3)). The purpose of step (3)
is to estimate Q∗

i such that the distortion of the current frame can be similar to
the average distortion of frames from its previous period. In Step (4), the number
of required bits per frame R̂ with Q∗

i is estimated. R̂ indicates how many bits
to be used in the current frame to achieve similar distortion from its previous
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period. If R̂ is very large, this means that each frame of the current period
should need more bits. In order to do this, frame rate should be decreased. When
R̂ > R̂u, the current frame does not have enough bits to be encoded to obtain
similar distortion by using the frame rate just used previously. Therefore, frame
rate should be stepped down for the purpose of small variation of distortion.
On the other hand, when R̂ < R̂l, current frame needs less bits and frame rate
should be stepped up for the same purpose. The frame rate keeps the same when
R̂l < R̂ < R̂u.

We know that the frame rate cannot be changed in a greater extent because
human is sensitive to the rapid change in frame rate. This means that the possible
changes of current frame rate can be chosen as unchanged, stepped down by 1
or stepped up by 1 (i.e. j, j + 1, or j − 1).

The rationale of setting of R̂u and R̂l is described as follows. If the frame
rate is not needed to be changed, the current target bit per frame should be
similar to mR/F0 with Δ = 0. As the possible frame rate is (m − 1)/F0, m/F0
and (m + 1)/F0, the possible target bits per frame for the current frame rate is
(m−1)R/F0(= R̂l), mR/F0 and (m+1)R/F0(= R̂u) respectively. If R̂ of the cur-
rent frame is within the range between R̂u and R̂l, the frame rate should not be
updated in order to avoid frequent updates of frame rate. Besides, we should not
make any assignment on the bound R̂u and R̂l in a great difference with R̂ (e.g.
R̂u = (m + 2)R/F0 and R̂l = (m − 2)R/F0). If we define the bound R̂u and R̂l

with a large difference with R̂, the frame rate may not be changed rapidly and dis-
tortion varies in a great extent to, which human is sensitive. On the other hand,
if we define the bound R̂u and R̂l with an extremely small difference with R̂, it
is unnecessary that the frame rate is updated frequently for different periods.

4.2 Macro-Block Layer Rate Control

In H.264, QP is required to be given to do the mode selection. For simplicity, the
coding mode of each MB is determined based on the average QP of the previous
frame. By doing this, σi of all MBs in the current frame can be obtained for our
MB Layer rate control in a similar way of TMN8 [1].

Algorithm 1 Macro-block Layer Rate Control
1: for each P-Frame do
2: B1 = B and N1 = N ;
3: for each MB (i = 1 to N) do

4: Compute Q∗
i =

√
AK

Bi−ANiC
σi
αi

Si based on Eq. (5)
5: Use the corresponding QP to quantize and encode the i-th MB
6: Compute Si+1 = Si − αiσi, Ni+1 = Ni − 1 and Bi+1 = Bi −

(actual current bits)
7: Update the rate model parameters K and a based on Eq. (1) and Eq. (2)
8: Update the overhead parameter C accordingly
9: end for

10: end for
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5 Experimental Results

We implemented the rate control scheme in a JVT JM 4.1 version [7]. In the
following experiments, we compare the proposed rate control algorithm with
TMN8 [1] and a rate control [3], called Song. The Song scheme also controls
the frame rate but uses different implementation from our scheme. The first
frame was intra-coded (I-frame) with QP=31, several frames were skipped after
the first frame to decrease the number of bits in the buffer below target buffer
level M = R/F and the remaining frames were all inter-coded (P frames). This
means that the number of skipped frames is the same in TMN8, Song and our
proposed schemes (for fair comparison). Afterwards, they use their own scheme.
The proposed algorithms, TMN8 and Song were simulated on some QCIF test
sequences with initial frame rate of 10Hz and various target bit rates. Here are
the test conditions. The MV resolution is at 1/4 pel. Hadamard is “OFF”. RD
optimization is “OFF”. Search range is “± 16”. Restrict search range is “0”.
Reference frames is “1” and symbol mode is “UVLC”.

Table 2 shows the actual encoded bit rates achieved by TMN8, Song and the
proposed rate control. They verify that these rate control methods can achieve
the target bit rates. The error between target bit rate and actual bit rate is
below 0.2%. For fair comparison, similar frame rates (7.5 - 15) are shown for test
sequences observed from Table 3. In TMN8 scheme, frame rate is constant (i.e. 10
fps). In Song scheme, parameters (e.g. wh and T ) are set to achieve similar frame
rate obtained by our proposed scheme. Table 4 shows the comparison of PSNR
of the reconstructed pictures for TMN8, Song and the proposed rate control.
The proposed rate control has similar to PSNR obtained in TMN8 and Song.
To have better tradeoff between spatial and temporal quality, the average frame
rate increases with bit rate in general because when the bit rate increases, there
exists enough number of bits to encode frames themselves. Due to the sufficient of
bits, there is a high tendency to increase the frame rate and have better temporal
quality. In addition, it is observed that PSNR decreases with frame rate at the
same target bit rates in general. This tendency can be obtained in Table 3 and
Table 4 except “Sil48”. In “Sil48”, the correlation between consecutive frames
is high as the frame rate is high and the frame time is shortened that two
consecutive frames are quite close together. As a result, good prediction can be
made that the residue has less bits and the quality may be better.

Table 4 also shows the PSNR variation over frames in TMN8, Song and the
proposed rate control. PSNR variation (i.e. more consistent quality over frames)
in the proposed rate control over TMN8 and Song is the smallest. And, Song
scheme has smaller variation than TMN8 scheme. This is due to variable frame
rate of the proposed rate control. When large distortion is desired, the frame rate
is adjusted to be larger. Otherwise, the frame rate is adjusted to be smaller. As
a result, the PSNR variation will be smaller to maintain consistent quality over
frames. Although the variance of PSNR is not an exact measure of the flickering
effect, it is fair to say that the flickering effect can be reduced by smaller variance
of PSNR in slow-motion video (e.g. Akiyo, M & D and Silent) [3]. Then our
scheme can also reduce the flickering effect. Fig 1 shows comparison of PSNR
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Table 2. Comparison of bit rate achieved by TMN8, Song and the proposed rate
control

Encoded bitsTest Name Video Sequence Target Bit (kbps)
TMN8 Song Proposed

Aki24 “Akiyo” 24 24.03 24.04 24.02
Fmn72 “Foreman” 72 72.07 72.04 72.05
Ctg72 “Coastguard” 72 72.07 72.09 72.08
Mad24 “M & D” 24 24.03 24.03 24.02
Sil48 “Silent” 48 48.04 48.03 48.03
Stf256 “Stefan” 256 256.24 256.21 256.17

Table 3. Comparison of average frame rate for TMN8, Song and the proposed rate
control

Frame Rate (fps)Test Name
TMN8 Song Proposed

Aki24 10 9.70 9.90
Fmn72 10 11.50 11.20
Ctg72 10 9.50 9.70
Mad24 10 8.10 7.81
Sil48 10 10.20 10.30
Stf256 10 13.50 13.50

Table 4. Comparison of average PSNR for TMN8, Song and the proposed rate control

PSNR(dB) Var in PSNR (dB)Test Name
TMN8 Song Proposed TMN8 Song Proposed

Aki24 38.84 39.00 39.22 1.4091 1.1384 0.8192
Fmn72 34.12 33.95 33.93 2.8989 2.5073 2.1073
Ctg72 31.10 31.15 31.20 0.5277 0.4811 0.2700
Mad24 35.85 36.65 36.70 2.5103 1.5774 1.2602
Sil48 34.54 34.70 34.82 0.7082 0.6245 0.3986
Stf256 33.52 33.45 33.40 7.8176 2.3355 1.5185

Fig. 1. Comparison of PSNR against frame number in “Mad24”
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against frame number in “Mad24”. It is observed that the PSNR variation is
small over frames in our proposed scheme. In some frames (e.g. around frame
100), the short-term PSNR variation is also small in our proposed scheme.

6 Conclusion

In this paper, we design a rate control with two control parameters (i.e. quanti-
zation factor and frame rate) to have better tradeoff between spatial quality and
temporal quality in low complexity. Our optimization introduces two suggested
quantization step sizes. One is used to change frame rate in order to allocate how
many bits used for the current frame. Another one is used to change quantization
factor in order to quantize MBs to achieve the target bit rates. The experimen-
tal results suggest that our scheme can achieve more consistent quality while
keeping high spatial quality.
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Abstract. In this paper, we propose the structure of the logical hier-
archical cluster for the distributed multimedia on demand according to
block the nodes cache. The structure of the logical hierarchy is lazily
maintained by all members in the decentralized manner. The global load
balance is achieved as the root of each LHC is mapped into the system
randomly. The LHC is expanded dynamically with the two application
policies. The local load balance is applied to fine-tune the load of nodes
of different LHCs within a local region. The integration of topology with
resource management simplifies the server selection largely.

1 Introduction

In this paper, we focus on developing the logical hierarchical cluster (LHC),
a logical decentralized architecture, for the distributed multimedia on demand
(DMoD) application. Because the aggregated bandwidth requirement of the ge-
ographically distributed clients is increasing beyond the capacity of the network
backbone, the DMoD scheme is proposed to distribute the load of the interactive
MoD service. The network topology and the resource management are the two
main components involved in the design of the DMoD architecture. The nodes
with the limited storage capacity and streaming bandwidth are often arranged
into a physically hierarchical topology [1] or a logically hierarchical management
domain [2] which impact the resource management critically.

The DMoD system must possess the optimality of resource utilization and
scalability. The methods of load balance mostly are the block placement, repli-
cation and server selection to maximize the resource utilization. Due to the lim-
ited resource of individual node and the huge size of the continuous multimedia
(CM) objects, the block placement partitions a object into the blocks which are
mapped on different nodes. Replication can contribute to the load balance and
alleviate the stress of network backbone for the scalability [3]. Server selection
is used to find an appropriate node from several caches for the client request.

In order to provide the scalability for the DMoD application, the nodes are
organized into the physical network hierarchy [1] according to the underlying
telecommunication infrastructure or the logical management hierarchy [2] in
terms of geographical/organization regions. Nevertheless, for reasons of the vari-
able user access behavior in the distributed environment, it is still difficult to
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accurately acquire the dynamic information about the load state of nodes as well
the object location for the static structure.

Derived from the above two hierarchies, we construct a dynamic LHC for each
block which is expanded along with the client request in the run time. In fact,
all nodes are widely deployed at the network edge with the high-speed link. By
the distributed hash table (DHT) [4], the physical path of node pairs is replaced
by the logical link and each node maintains a small size of application routing
table for the message transmission. Different to the above two hierarchies, the
node joins into a LHC in the light of the block which it caches.

All members of a LHC are lazily involved in the maintenance of that LHC in
the decentralized manner. Because the root of each LHC is randomly mapped
into the system, we can achieve the global load balance. The logical structure will
be expanded by the two difference replication policies. In particular, the early
replication method is used to cache the block frequently requested in short term.
As the current LHC cannot serve a new request, the instantaneous replication
will be triggered. In addition, the local load diversion will be used for the load
balance of nodes belong to different LHC in a local region. Guaranteed by the
above load balance methods, the client will select the closest node with idle
capacity by flooding the request in LHC.

This paper is organized as follow. In section 2, we describe the design of
DMoD. In section 3, we evaluate the resource utilization of system. In section 4,
we conclude the paper and discuss the future work.

2 Mechanism

In this section, we construct the LHC for each block to replace the physical
network hierarchy and the logical management hierarchy. The structure of a
LHC is dynamically expanded with the client access behavior and the node load
state in the decentralized manner to simplify the server selection.

2.1 Structure of LHC

As the storage and delivery granularity, the CM object is partitioned into blocks.
Based on the DHT location mechanism, a block is initially mapped on the node
with a nodeID closest to the blockID by the DHT [4]. Each block will be cached
to reduce the streaming traffic on the backbone caused by user accessing the
remote server or enable the load balance of different nodes.

All the nodes, which cache the identical block, are formed into a scalable LHC
which is dynamically expanded in the decentralized manner (see the section 2.3).
On the other hand, a node might belong to numbers of LHCs at the same time.
That is, the connectivity of nodes within a LHC is based on the block instead
of the geographical/organized region or the network topology.

In the logical structure, the lowest layer comprises all members, namely the
whole caches. Members in each layer of the LHC are partitioned into clusters. A
member exists in only one cluster at any layer. The head of each cluster is the
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member with a nodeID numerically closer to the blockID than others in that
cluster. The head of a cluster at layer i joins into the higher layer i+1. Specially,
L0 layer includes k members at least for data availability.

Each member maintains three tables for its siblings, parents and children
respectively. Namely, the maintenance of a LHC is in the soft-state manners.
The entries of tables are arranged in ascending order of IP delay. With the DHT
mechanism, the height of a LHC is O(logb N). Since the nodes and blocks are
uniformly mapped onto a huge ID space, the maximal average size of a single
cluster is b members.
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10351257 11436764
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Fig. 1. A temporary 3-level LHC for block 10245326. Where, k = 3

2.2 Maintenance of LHC

A block’s LHC can be expanded dynamically by the instantaneous replication
and the early replication strategy (see section 2.3). In both cases, the new cache
joining mechanism is very simple: the first cache encountered on the enquiry
path is primary parent of the new cache. The new cache acquires the address of
uncles and siblings from the primary parent and registers into these nodes.

A new cache might passively join into the lower clusters as head, in the
process of the LHC refinement. The node rearranges its parents and siblings
when the latency between itself and its parent and siblings changes signifi-
cantly. Therefore, a node A emigrates to another cluster headed with node
B, as following conditions are satisfied: (1)min(delay(A, B)) < delay(A, Al);
(2)share(B, ID) < share(A, ID). Al is the head of the original cluster, where
B ∈ Aparent ∪ Asibling. ID is the blockID of this LHC and share(x, y) is the
length of prefix shared among x and y.

If a member actively leaves its clusters or it is dead due to failure, it will
be removed by its parents and siblings directly. In addition, its children need
rejoin one cluster headed with its sibling similarly to the above LHC adjustment
process. If such cluster cannot be found (e.g., a node has only a single parent
node), the children will route a message with blockID of this LHC to rejoin
grandfather’s cluster. Note that, this system is read-only and blocks can always
be located via DHT-routing, so the nodes of LHC lazily exchange heartbeat
with each other. More-over, the state information is piggybacked in the flooded
request message to alleviate the control overhead.
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Fig. 2. Node 10274651 will joins the LHC A of block 10245326. Firstly, it joins the
highest cluster I headed with node 10244575 and results LHC B. Next, node 14605254
in lower cluster II perceives node 10274651 is nearer than node 10244575 in the re-
finement process, it will move to the cluster III headed with node 10274651 and then
results LHC C.

2.3 Dynamical Expansion of LHC

In the CM object delivery process, we use two different replication policies to
achieve the load balance further and alleviate the backbone stress.

Firstly, as the load of system is low, we use the early replication policy to ac-
tively replicate the block requested frequently in a short term. Based on the load-
states of nodes (see section 2.5), each node of a LHC maintains two tables which
log the admitted request for the first block during TCurrent−(N−1) to TCurrent

and the successive blocks respectively from TCurrent to TCurrent+(2N−2). When-
ever the node A finds there exist two or more requests for the same block from
the identical proxy B, if both node A and B have more available resource than
the threshold Tpri, then the block is replicated from A to B. Due to the access
skewness of the CM objects, the statistic of cumulative client requests during the
short term only triggers the replication of the blocks of popular objects. More-
over, the early replication policy can also avoid the contention for the network
bandwidth between the replication overhead and normal delivery load during
the peak time.

On the other hand, as the system load becomes heavy, if the nodes of LHC
have no available resource, the instantaneous replication will be triggered. The
request for a block forwarded by the proxy of client will arrive a leaf of LHC.
The sub-set of targets for replication is composed of the intermediate nodes with
available resource from that proxy to the leaf. In order to server the clients more
widely, the instantaneous replication policy will place a cache from the farthest
node of the sub-set which meets the IP latency constraint. The client’s request
is rejected by the LHC and the respective sub-set when the cache cannot be
placed. If the servers are densely deployed on a local region (exceeds the size of
neighbor set in the DHT), the client can retry to select an-other proxy for the
sub-set of replication targets.
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2.4 Local Load Diversion

Typically, the nodes deployed in the local region are increasing with the clients
and belong to different LHCs. We use the local load diversion to finely tune the
network load to improvement of resource utilization .A node and its neighbor set
forms a virtual server group instead of statically partitioning a server group. The
node exchanges the load-state information of with its neighbors periodically.

According to its load-state, each node will divert/receive load to/from neigh-
bors. Note that, if the number of nodes deployed on a local region is large than
the size of neighbor set, the two virtual server groups might partly intersect.
Thus, the load diversion of that local region is transferable. Load diversion in-
cludes diversion trigger, source block selection and target node selection policy.

– Each node has a diversion threshold Td and a diversion acceptance threshold
Ta. If a new request makes load Ls(t) maintained by the node s exceed
Td (1 ≤ t ≤ 2N − 1), then the load diversion is triggered.

– The total load held by a node at each unit time is
∑

LSi

S (t), Si denotes
the number which block i is requested at time t. The node prefers to divert
the block suffered higher load rather than multi-blocks loaded lighter. The
objective of this policy is to reduce the overhead of load diversion and block
maintenance overhead. Additionally, block i is not diverted currently.

– The load of target node x is Lx(t) = min(Lx(t) < Ta), where x ∈ M .
Moreover, the target node should locate near to the source node. If there
exist several node for diversion, the nearest is selected.

Here, we let Tt > Ta so that the target node leaves more bandwidth for the
request from the LHC of itself. Once the load diversion is completed, the source
node notifies the clients that are admitted and place a pointer point to target
node. If this load is transferred again, the pointer at source node needs to be
updated.

2.5 Server Selection from LHC

Here, we adopt the service discovery mechanism presented in Yoid [5]. Firstly,
the client leverage some directory system to gain the object’s URL. Next, a
rendezvous host, IP address of which is resolved by DNS, will return several
closest servers to client. Then, the client randomly selects a node as proxy to
retrieve the object metadata. Once the requested object metadata is returned,
client can start request for the object delivery.

A client requests the block(i, i = 1, · · · , N) at the beginning and later one
succeeding block(j, j > N) per unit time. As the consecutive blocks of an object
are mapped randomly, each server maintains the load state of 2N − 1 units time
at most. If only a block is requested at the beginning, each server just maintains
the load state of one block time. As a result, it is unable to distinguish between
the clients have being severed and the new clients. On the other hand, because
a client might cease or FF/RW, subscribing for all blocks at one time will cause
unnecessary system load. Moreover, since the streaming holds on a long time,
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the underlying network condition which fluctuates over time weakens the effect
of server selection significantly. We let N = μ/T , where μ is the average reneging
time length which is modelled as a normal distribution with μ = 5 minutes [6],
and T is time length of block.

As the request message for a block reaches to a leaf node of that LHC from the
client’s proxy, it will be forwarded to other members by the leaf. The propagation
policy of request constrains the the visited range of the request and then impacts
the load distribution of LHC. Instead of letting the head of each cluster to
forward message to its members at different layers or polling a network center of
each cluster to forward the request, we use the constrained flooding for its high
robustness, concurrency and minimal delay [1]. Moreover, the flooding method
can tolerate the absence of the triangle inequality. Flooded messages can also
piggyback a timestamp field to refine the LHC.

Because the request messages might be forwarded by the node to its parent,
siblings and children, a few different copies of identical request should be received
by same node and only the first one will be forwarded. To distinguish the different
copies of identical request message, the node uses Bloom filters to maintain a
bit-string which is set and checked by using hash(client, InitT ime, blockID).
Where, client denotes the client who requests the block, InitT ime indicates the
time that the request is issued and blockID is the ID of requested block. In order
to avoid false positive, this bit-string is resetted at regular intervals or without
receipt of any request messages for a long time.

The client also engages in the request forwarding to control the propagation
range. As a copy of request arrives at a node with idle resource in the LHC, the
node sends a respond message to the client and is pending for echo. The client
might receive such a few response messages at the same time and will select
a server with minimal IP latency to alleviate the stress of network backbone.
In the condition of the local load diversion among a logical server group, the
global load balance of blocks placement and two replication polices, the load of
server is unnecessary to be a metric in the server selection. After selecting an
idle server, the client will notify the other nodes which sent a response to client
not to forward message any more.

3 Performance Evaluation

The system performance is restricted by the system size, object popularity and
client access behavior. Under the condition of global probabilistic balance, we
evaluate the impacts of the local load diversion, server selection, early replication
and instantaneous replication policy on the system performance.

3.1 Simulation Model

Total 500 nodes are placed in the plane ranged [0,5000] in the experiment [7].
The storage space of a node is 80GB and the access bandwidth is 100Mb/s.
The 2,000 objects are published in the system with four initial replicas. The
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size of individual object is 3.6GB with length 120 minutes. They are subjected
Zipf distribution with skewness factor θ = 0.0. The global request process is
modeled as Poison process with parameter λG(t) [8] determined by the client
access behavior:

λG(t) =
N λ

7

σ
√

2π
e−(t−μ)2/2σ2

where, λ is the average number of objects viewed by each client per week and
then λ/7 is the request rate in one day. N denotes the overall number of arrived
request in a week. μ = 8PM is the peak time of arrived request, σ = 45 min-
utes is the standard deviation. In addition, we set the local diversion triggering
threshold Td = 15, the local diversion acceptance threshold Ta = 10, and the
early replication threshold Tpri = 5.

3.2 Resource Utilization

In order to observe the impact of the local load diversion, server selection, early
replication and instantaneous replication, we devise the five experiments to ob-
serve the contribution of four strategies to the resource utilization of the system.
In the test a, all four strategies are used. In addition, the performance loss is
observed in absence of the local load diversion, early replication, instantaneous
replication and server selection in test b, c, d and e respectively.
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Fig. 3. Rejection rate of various tests schemes

In the figure 3, the rejection rate is low with the light system load showed as
curve a; adversely, there is no enough resource and time to diverse load or scale
LHC in the high load. In the test b, a client request is refused even there is much
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available resource in the system due to the load imbalance within a physical
cite caused by the probabilistic global load balance and the access skewness of
objects. In the scheme represented by curve c, the rejection rate rises fast when
the system load is high, this is because the instantaneous replication contends a
few available resource with objects streaming. In the test d, we can observe the
rejection rate significantly contributed by the non-popular object under the high
system load. Due to the number of clients arrived at various cite is randomly
distributed, we intentionally limit the propagation range of the query message
in the test e as follows: if the first node of LHC visited by the message has no
available resource then the instantaneous replication is performed. The result
shows that this effect of existing no redirection cannot be eliminated during the
whole process although the rejection rate is not high.

4 Conclusions and Future Work

In our scheme, the physical network hierarchy and the logical management hi-
erarchy are substituted by the dynamic LHC for individual block which is ex-
panded with the two different replication policies. As the root of each LHC is
mapped into nodes ran-domly, the system is global load balance. We also design
the two different replication polices and the local load diversion to improve the
utilization further. The logical structure simplifies the server selection largely.

In the future, we will partition each load state into multiple level of sub-state
to support the object delivery with various rates.
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Abstract. Even though digital devices, especially digital cameras and
camcoders, are getting popular, they are not counted in legal disputes
as trustworthy devices. In this paper an image forensics technology is
proposed to make digital image capturing devices have legal proof capa-
bilities. For the images taken by digital devices to have legal proof capa-
bility, integrity should be guaranteed. Electronic signature was proposed
as a means of guaranteeing the integrity of the digital files of images.
However, electronic signatures require additional data of digital digest,
and cannot survive digital manipulations such as lossy compression, or
RST (rotation, scaling, and transformation). This paper suggests a novel
algorithm of image forensics that guarantees integrity in nor-mal process-
ing by hiding forensics information into images and identifies locations of
forgery and alteration. Images produced by the proposed method main-
tains high image quality as PSNR over 50[dB] and guarantees integrity
up to the quality factor of 85% against JPEG compression.

1 Introduction

With the development of digital technology, analogue devices are being con-
verted into digital ones. Compared to analogue devices, digital devices are so
robust against noises and are so easy to manipulate data such as ’store, main-
tain and edit digital data. Capacity of storage media to store digital data has
been continuously expanded with the advancement of semiconductor technology
into the direction of larger storage capacity and easier portability.

Even though many digital devices have been introduced in the market and
used in everyday life, the raw data captured by and stored into the digital devices
cannot be used in legal disputes. In other words, despite advantages of digital
devices, as digital data can be easily altered by adversary, the data itself does
not have legal proof capabilities. For the reason, computer scientists increasingly
pay attention to computer forensics technology [1] that guarantees the integrity
of multimedia data.

An effective way to secure legal proofness of collected digital data is digi-
tal signature. Digital signature is a mechanism that secures integrity of digital
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data transmitted between two parties by attaching one-way summarized authen-
tication data, and is becoming a popular in public use with PKI (Public Key
Infrastructure). In PKI very commonly the digital signature is conveyed to the
receiving party with encrypted text to prove that the original text is not altered
during transmission.

However, even though digital signature has been extensively used in text
transmission, it cannot be easily applied to proving integrity of multimedia data.
First of all, the multimedia data is very frequently altered to enhance efficiency
of data transmission and data storage, and thus comparison of received data
with original data to check integrity of the data can be meaningless.

This research uses a data hiding technique based on the steganography tech-
nology that does not require additional data, as in digital signature mechanism,
to prove the integrity of multimedia data. Experimentation has been on images
captured by digital camera for the research. To prove integrity of images, hidden
information should not be destroyed in compression, but be destroyed in the
process of forgery or alteration.

2 Computer Forensics and Image Forensics

The computer forensics collects criminal data that will be used in legal dis-
putes as proofs by certifying that the collected data is authentic [1]. There are
two different approaches ensuring integrity of multimedia data by identifying
forgery or alteration of the data: digital signature technology [2] and data hiding
technology [3].

In order to prove that collected data is authentic and not altered, in PKI
the digital signature goes through the following steps. To convey a plain text in
the channel, a hash algorithm is applied to generate a hash value, and the hash
value is encrypted using a private key, in PKI mechanism, to generate a digital
signature. Usually, the digital signature is a hash value encrypted by private key
in PKI mechanism and is attached to the plaintext to prove its integrity.

In the digital signature mechanism, modification of a bit of the original data is
not practically possible. However, in the process of storing into storage devices or
transferring multimedia data through networks multimedia data are frequently
compressed. In other words, the size of multimedia data is too large in general,
and data compression algorithms are commonly used to reduce the size of multi-
media files. Compression of multimedia data is not regarded as forgery or alter-
ation. Thus, applications of digital signature to image data before compression
might be meaningless, because of the alteration in the compression processes. In
the case of applying digital signature to image data after compression, integrity
of the image cannot be verified, because alteration has been done already in the
process of compression. Nobody guarantees integrity of the compressed image.

For the reasons, there is a need to develop forensics technology for image
data that can utilize the format of multimedia data as it is, and can provide legal
proof capability without attaching additional data. One of the technologies that
satisfy such requirements is data hiding algorithm that inserts authentication
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information into digital images to verify its integrity. Data hiding is classified
as a kind of steganography that hides information without degenerating the
quality of multimedia data. Many algorithms have been suggested, claiming that
the algorithm suggested guarantees robustness against various attacks. Low-bit
coding method manipulates the lowest bit, while patchwork method uses the
statistic characteristics of data by changing the average value of image blocks.
Spread spectrum method firstly suggested by Cox et al. [4] is very popular in
research community of data hiding uses pseudo random numbers [3].

Usually the data hiding algorithms are classified by the method that inserts
information into digital data. However, it can be sometimes classified by accord-
ing to the degree of the resistance to damage hidden information: robust data
hiding and fragile data hiding. In the fragile data hiding, data are easily broken
by typical data edition. In the algorithm hidden information is broken even by
normal operation of storage and transmission of multimedia data such as lossy
compression. Therefore, fragile data hiding algorithms have been suggested to
protect hidden information from normal data processing, like lossy compression,
and identify data forgery and alteration [5–7]. To implement multimedia foren-
sics, a novel approach is needed to encompass robustness and fragility properties
of the data hiding algorithms. Thus, the new approach we suggested in this re-
search is called semi-fragile data hiding.

3 Image Forensics Using Semi-fragile Data Hiding

3.1 Linearity of DCT

In DCT used in JPEG compression, the original image is divided into 8×8 pixel
blocks and DCT is applied to each block. 2D DCT and IDCT of 8 × 8 pixels is
expressed as follows:

F (u, v) =
1
4
C(u)C(v)

7∑
x=0

7∑
y=0

f(x, y) cos
(2x + 1)uπ

16
cos

(2y + 1)vπ

16

f(x, y) =
1
4

7∑
x=0

7∑
y=0

C(u)C(v)F (u, v) cos
(2x + 1)uπ

16
cos

(2y + 1)vπ

16

(1)

where, f(x, y) is an input image, F (u, v) is the result of transformation (trans-
formed image), and coefficient C is as follows:

if u = 0, then C(u) = 1/
√

2, if u �= 0, then C(u) = 1
if v = 0, then C(v) = 1/

√
2, if v �= 0, then C(v) = 1

(2)

Because DCT and IDCT are summation (
∑

) as Eq. (1), they satisfy the
following equation.

af1(x, y) + bf2(x, y) ⇐⇒ aF1(u, v) + bF2(u, v) (3)
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Thus, DCT has the characteristics of linearity. This research suggests a semi-
fragile forensics that embeds authentication information using linearity of DCT.

To increase DCT coefficient (5, 7) by α and (7, 2) by β, multiplication is
done for in Eq.(4) by α and F1(u, v) in Eq.(4) by β, and then summation is
done for the two numbers as F2(u, v) in Eq.(4). Because DCT satisfies linearity
as suggested in Eq.(3), f3(x, y) is the same as Eq.(5). Thus, f1(x, y) in Eq.(6) is
multiplied by α and f2(x, y) in Eq.(7) multiplied by β. Then they are added to
the original data.

That is, using the linear characteristic of DCT, data in DCT domain can be
manipulated through only additions and subtractions using data obtained from
Eq.(6) and (7) without operations of DCT or IDCT.

F3(u, v) = αF1(u, v) + βF2(u, v)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 0 0 0 0
0 0 0 0 0 0 β 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 α 0 0 0
0 0 0 0 0 0 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= α

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ β

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4)

f3(x, y) = αf1(x, y) + βf2(x, y) (5)

f1(x, y) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0.068 −0.068 −0.068 0.068 0.068 −0.068 −0.068 0.068
−0.163 0.163 0.163 −0.163 −0.163 0.163 0.163 −0.163

0.163 −0.163 −0.163 0.163 0.163 −0.163 −0.163 0.163
−0.068 0.068 0.068 −0.068 −0.068 0.068 0.068 −0.068
−0.068 0.068 0.068 −0.068 −0.068 0.068 0.068 −0.068

0.163 −0.163 −0.163 0.163 0.163 −0.163 −0.163 0.163
−0.163 0.163 0.163 −0.163 −0.163 0.163 0.163 −0.163

0.068 −0.068 −0.068 0.068 0.068 −0.068 −0.068 0.068

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(6)

f2(x, y) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0.094 −0.227 0.227 −0.094 −0.094 0.227 −0.227 0.094
0.080 −0.192 0.192 −0.080 −0.080 0.192 −0.192 0.080
0.053 −0.128 0.128 −0.053 −0.053 0.128 −0.128 0.053
0.019 −0.045 0.045 −0.019 −0.019 0.045 −0.045 0.019

−0.019 0.045 −0.045 0.019 0.019 −0.045 0.045 −0.019
−0.053 0.128 −0.128 0.053 0.053 −0.128 0.128 −0.053
−0.080 0.192 −0.192 0.080 0.080 −0.192 0.192 −0.080
−0.094 0.227 −0.227 0.094 0.094 −0.227 0.227 −0.094

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(7)

3.2 Semi-fragile Data Hiding and Detection

As mentioned earlier, forensics information can be embedded into DCT coeffi-
cients of an image only through additions and multiplications using the linearity
of DCT. Accordingly, based on the linearity, it is possible selectively to modify
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DCT coefficients, to embed semi-fragile forensics information into the spatial do-
main of the image. For example, there is a Pseudorandom Number (PN) sequence
of ’1001101’. In the PN sequence code, the left three digits of ’100’ indicate the
abscissa of DCT and the next three digits of ’110’ indicate the ordinate. The last
digit ’1’ indicates whether the DCT coefficient has been changed or not. Then,
’1111011’ means that the DCT coefficient of coordinate (4, 6) has been changed.
In this case, values in Fig. 1 are added to or subtracted from the spatial domain
of the original image. If the DCT coefficient of (4, 6) is to be reduced by 10, the
value of Eq.(4) is multiplied by -10 and the result is added to the spatial domain
of the original image.

Fig. 1. Method of detecting forgery and alteration

As was done in insertion of forensics information into images in semi-fragile
data hiding, the forgery and alteration is detected by determining whether the
location of DCT coefficient obtained from PN sequence has been changed or
not. However, because the original image is 8-bit gray, errors occur as a result
of removing the part of real numbers. In addition, if the image is compressed,
errors happen consequently.

To overcome these problems and detect forgeries and alterations, the image
is divided into 8 × 8 blocks as in Fig. 1. Then, probability is calculated that
the data in each block has been altered or not by checking PN sequence. For
example, if the DCT coefficient in (b) of Fig. 1 is α in (c), the probability that
the DCT coefficient has not been changed is α and the probability that the DCT
coefficient has been changed is β. In this context, there is an equation: α+β = 1.

Probabilities of each block are calculated and it can be decided ’true’ or ’false’
by referring PN sequence whether the block has been changed. For example, if
PN sequence, which determines the alteration of DCT coefficient, appears to
have had been changed, α becomes the value of ’False’ and β becomes the value
of ’True.’ The values of True and False are compared and if the value of True is
bigger than that of False it is decided that there is no forgery or alteration in
the image, and otherwise it is assumed that there has been alterations.
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4 Experiments and Discussion

The images taken by digital cameras are can be used as a proof of criminal
evidence by legal enforcement organizations. However, because digital images
are very easily manipulated by simple operations with graphic tools and editing
programs, they cur-rently do not have legal proof capability in legal disputes.
In this research, taken were a number of photographs of traffic situations and
parked cars to experiment effective-ness of semi-fragile algorithms. Illegal parking
and traffic sign violation is very hot social issues in Korea, and forgery and
alteration of digital images of the scenes draw extensive attention. The digital
camera used in the experiment was Kodak DC280 of 2.8 million pixels. This
research tested alteration of traffic signs and number plates, and checked the
PSNR of photographs, in which information of integrity verification was inserted
to confirm that the photographs are not different from their originals.

Fig. 2. Test images

Images used in the experiment were four 800 × 600 size images as in Fig. 2.
When forensics information was added to the four original images, the PSNR
(Peak Signal to Noise Ratio) was measured as in Table 1. As in Table 1, the
image forensics technology used in this paper shows high PSNR over 50[dB] on
the average, even after forensics information was added to the original images.
This indicates that, although forensics information was added, the images can
be used without feeling of degeneration because the damage rate of the original
images is quite low.

As mentioned earlier, a certain degree of robustness against lossy compression
like JPEG is necessary in image forensics. In general, JPEG lossy compression



Image Forensics Technology for Digital Camera 337

Table 1. PSNR results of the test images

Image Cross1 Cross2 Car1 Car2 Mean

PSNR[dB] 50.41 50.33 50.42 50.28 50.36

Fig. 3. Error probabilities for JPEG compression

uses an image quality factor to compress. If an image is compressed at a quality
factor of 90%, the file size is reduced down to less than one tenth. To confirm
the forensics performance of the technology used in this paper, error probability
according to the quality factor of JPEG lossy compression is presented in Fig. 3.

As shown in Fig. 3, the image forensics technology suggested in this paper
has error probability of zero in JPEG lossy compression at a quality factor of
up to 85%. Thus, it can prove the absence of forgery and alteration. In addition,
its error prob-ability is less than 1% at a quality factor of 50%, and thus the
technology is effective in determining forgery and alteration. Because the general
quality factor used by digital cameras is 90 95% the proposed technology can be
applied usefully.

Figure 4 shows images resulting from altering the images given in Fig. 4
using an image editor. In the two intersection images, the traffic signs, which
had been green and yellow respectively, were altered red. In the two car images,
the numbers were altered from 4107 to 4404, from 54 to 55 and from 4643 to
4646.

Figure 5 shows the result of forensics detection on the altered images in Fig. 4.
Figure 5 shows that the traffic signs and number plates in the digital camera
images have been altered using an image editor.

5 Conclusion

As optical cameras are replaced with digital ones and image editors are growing
more sophisticated with the development of computer technologies, the legal
proof capability of digital images is questioned. It is quite difficult for a non-
expert to forge and alter images from optical film, but digital images are alterable
by anybody who has a computer so they are not considered as legal evidence.
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Fig. 4. Altered images

Fig. 5. Detection of the altered area

This paper proposes an image forensics technology that can prove integrity of
digital camera images by embedding forensics information simultaneously when
the images are taken by camera. The proposed method gained PSNR of over
50[dB], a degree at which no difference from the original image is detected. In
particular, it was confirmed that the technology guarantees integrity without
loss for a quality factor of up to 85% in JPEG compression, which is a popular
lossy compression algorithm for the storage and transmission of images. In the
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digital signature technology, which is frequently used in proving the integrity of
digital data, digital signature has to be regenerated in JPEG compression and
forgeries and alterations by one who can generate an electronic signature are
not detectable. Thus the image forensics technology proposed in this study is
expected to be quite effective.

As discussed above, digital signature can guarantee the integrity of digital
data, but image data must be accompanied with an additional digital signature.
Furthermore, the technology cannot be used with normal processes such as JPEG
compression or it requires the generation of a new electronic signature whenever
such processes are executed. Especially because the image owner can alter the
image and attach a new digital signature the technology cannot prevent forgeries
and alteration by the owner.

The proposed technology guarantees the integrity of digital camera images
or digital camcorder records, so makes them admissible as legal evidence. In ad-
dition, it minimizes the use of computing resources using the linearity of DCT,
so reduces additional costs for digital cameras or digital camcorders to the min-
imum.
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Abstract. In this paper, we propose a new lossless data hiding method
where distortion due to data embedding can be completely removed
from the watermarked image after the watermark has been extracted. In
the proposed method, we utilize characteristics of the difference image
and modify pixel values slightly to embed the data. We show that the
lower bound of the PSNR (peak-signal-to-noise-ratio) values for typical
images are about 51.14 dB. Moreover, the proposed method is quite
simple and fast. Experimental results demonstrate that the proposed
scheme can embed a large amount of data while keeping high visual
quality of test images.

Keywords: Lossless data hiding, watermarking, histogram modification

1 Introduction

Digital representation of multimedia content offers various advantages, such as
easy and wide distribution of multiple and perfect replications of the original
content. However, the fact that an unlimited number of perfect copies can be
illegally produced is a serious threat to the right of content owners. In order to
protect the intellectual property rights, we can apply information hiding tech-
niques in various application areas, such as broadcast monitoring, proof of own-
ership, content authentication, copy control, and transaction tracking [1].

In most data hiding techniques, the original image is inevitably distorted due
to data embedding itself. Typically, this distortion cannot be removed completely
due to quantization, bit replacement, or truncation at the gray level 0 and 255.
Although the distortion is often quite small, it may be unacceptable for medical
or legal imagery or images with a high strategic importance in certain military
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applications [2]. Thus, it is desired to reverse the watermarked image back to the
original image after the embedded data are extracted. Data embedding satisfying
this requirement, is referred to as lossless data hiding.

In recent years, several lossless data hiding techniques have been proposed
for images. Lossless data embedding can take place in the spatial domain [2,3,4],
or in the transform domain [5,6]. Ni et al. [4] proposed a lossless data embedding
technique, which utilizes the zero or the minimum point of the image histogram.
It can embed a large amount of data and the PSNR values of watermarked images
are always higher than 48 dB. However, gray level values of the zero point and
the peak point should be transmitted to the receiving side for data retrieval.

In this paper, we propose a new lossless data hiding method where we exploit
the difference image histogram to embed more data than other lossless data
hiding schemes. The proposed scheme gives about 3 dB improvement in PSNR
for typical images as compared to Ni’s scheme [4]. Moreover, there is no need to
transmit any side information to the receiving side for data retrieval.

This paper is organized as follows. In Section 2, we describe details of the
proposed lossless data hiding method using the histogram modification of the
difference image. After experimental results are presented in Section 3, we con-
clude this paper in Section 4.

2 Proposed Lossless Data Hiding Scheme

2.1 Watermark Embedding

Figure 1 shows the watermark embedding procedure of the proposed scheme,
which consists of watermark generation, creating the difference image, histogram
shifting, and histogram modification.

Pseudo-random GeneratorPseudo-random GeneratorUser Key

Original Image

Creating the Difference Image Creating the Difference Image 

XOR Histogram ModificationHistogram ModificationBinary Logo Image

Watermarked Image

Histogram ShiftingHistogram ShiftingPseudo-random GeneratorPseudo-random GeneratorUser Key

Original Image

Creating the Difference Image Creating the Difference Image 

XOR Histogram ModificationHistogram ModificationBinary Logo Image

Watermarked Image

Histogram ShiftingHistogram Shifting

Fig. 1. Proposed watermark embedding

In order to generate a binary watermark sequence W (m, n) of size P × Q,
we combine a binary random sequence generated by the user key, A(l) of length
P ×Q with a binary logo sequence B(m, n) of size P ×Q pixels using the bit-wise
XOR operation.
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W (m, n) = A(l) ⊕ B(m, n), 0 ≤ l ≤ P × Q − 1,

0 ≤ m ≤ P − 1, 0 ≤ n ≤ Q − 1 (1)

For a grayscale image I(i, j) of size M × N pixels, we form the difference
image D(i, j) of size M × N/2 from the original image.

D(i, j) = I(i, 2j + 1) − I(i, 2j), 0 ≤ i ≤ M − 1, 0 ≤ j ≤ N

2
− 1 (2)

where I(i, 2j + 1) and I(i, 2j) are the odd-line field and the even-line field,
respectively. For watermark embedding, we empty the histogram bins of -2 and
2 by shifting some pixel values in the difference image. If the difference value is
greater than or equal to 2, we add one to the odd-line pixel. If the difference
value is less than or equal to -2, we subtract one from the the odd-line pixel.
Then, the modified difference image D̃(i, j) can be represented as

D̃(i, j) = Ĩ(i, 2j + 1) − I(i, 2j) (3)

where

Ĩ(i, 2j + 1) =

⎧⎪⎨⎪⎩
I(i, 2j + 1) + 1 if D(i, j) ≥ 2
I(i, 2j + 1) − 1 if D(i, j) ≤ −2
I(i, 2j + 1) otherwise

(4)

In the histogram modification process, the watermark W (m, n) is embed-
ded into the modified difference image D̃(i, j). The modified difference image
is scanned. Once a pixel with the difference value of -1 or 1 is encountered, we
check the watermark to be embedded. If the bit to be embedded is 1, we move
the difference value of -1 to -2 by subtracting one from the odd-line pixel or 1
to 2 by adding one to the odd-line pixel. If the bit to be embedded is 0, we skip
the pixel of the difference image until a pixel with the difference value -1 or 1
is encountered. In this case, there is no change in the histogram. Therefore, the
watermarked fields Iw(i, 2j + 1) and Iw(i, 2j) are obtained by

Iw(i, 2j + 1) =

⎧⎪⎨⎪⎩
Ĩ(i, 2j + 1) + 1 if D̃(i, j) = 1 and W (m, n) = 1
Ĩ(i, 2j + 1) − 1 if D̃(i, j) = −1 and W (m, n) = 1
Ĩ(i, 2j + 1) otherwise

(5)

and
Iw(i, 2j) = I(i, 2j) (6)

2.2 Watermark Extraction and Recovery

Figure 2 depicts the watermark extraction and recovery procedure. In this pro-
cess, we extract the binary logo image and reverse the watermarked image to
the original image.
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Pseudo-random GeneratorPseudo-random GeneratorUser Key

Watermarked Image

Creating the Difference Image Creating the Difference Image 

Checking Difference ValuesChecking Difference Values

Extracted Binary Logo Image

XOR

Recovered Original Image

Histogram ShiftingHistogram Shifting

Pseudo-random GeneratorPseudo-random GeneratorUser Key

Watermarked Image

Creating the Difference Image Creating the Difference Image 

Checking Difference ValuesChecking Difference Values

Extracted Binary Logo Image

XOR

Recovered Original Image

Histogram ShiftingHistogram Shifting

Fig. 2. Proposed watermark extraction and recovery

We calculate the difference image De(i, j) from the received watermarked
image Ie(i, j). The whole difference image is scanned. If the pixel with the dif-
ference value of -1 or 1 is encountered, the bit 0 is retrieved. If the pixel with
the difference value of -2 or 2 is encountered, the bit 1 is retrieved. In this way,
the embedded watermark We(m, n) can be extracted.

We(m, n) =

{
0 if De(i, j) = −1 or 1
1 if De(i, j) = −2 or 2

(7)

In order to reconstruct the binary logo image Be(m, n), we perform the bit-
wise XOR operation between the binary random sequence generated by the user
key, Ae(l) and the detected binary watermark sequence We(m, n).

Be(m, n) = Ae(l) ⊕ We(m, n) (8)

Finally, we reverse the watermarked image back to the original image by
shifting some pixel values in the difference image. The whole difference image
is scanned once again. If the difference value is less than or equal to -2, we add
one to the odd-line pixel. If the difference value is greater than or equal to 2, we
subtract one from the odd-line pixel. The recovered odd-line field Ir(i, 2j + 1)
can be expressed as

Ir(i, 2j + 1) =

⎧⎪⎨⎪⎩
Ie(i, 2j + 1) − 1 if De(i, j) ≥ 2
Ie(i, 2j + 1) + 1 if De(i, j) ≤ −2
Ie(i, 2j + 1) otherwise

(9)

Since we manipulate pixel values of only the odd-line field in the watermark
embedding process, the recovered even-line field Ir(i, 2j) is

Ir(i, 2j) = Ie(i, 2j) (10)
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2.3 Lossless Image Recovery

The proposed scheme cannot be completely reversed because the loss of informa-
tion occurs during addition and subtraction at the boundaries of the grayscale
range (at the gray level 0 and 255). In order to prevent this problem, we adopt
modulo arithmetic for watermark addition and subtraction. For the odd-line field
I(i, 2j + 1), we define the addition modulo c as

I(i, 2j + 1) +c 1 = (I(i, 2j + 1) + 1) mod c (11)

where c is the cycle length. The subtraction modulo c is defined as

I(i, 2j + 1) −c 1 = (I(i, 2j + 1) − 1) mod c (12)

The reversibility problem arises from pixels with truncated due to overflow or
underflow. Therefore, we use +c and −c instead of + and - only when truncation
due to overflow or underflow occurs. In other words, we have only to consider
255 +c 1 and 0 −c 1.

In the receiving side, it is necessary to distinguish between the cases when, for
example, Ie(i, 2j+1) = 255 was obtained as I(i, 2j+1)+1 and I(i, 2j+1)−2561.
We assume that no abrupt change between two adjacent pixels occurs. If there
is a significant difference between Ie(i, 2j + 1) and Ie(i, 2j), we estimate that
I(i, 2j + 1) was manipulated by modulo arithmetic.{

I(i, 2j + 1) + 1 if |Ie(i, 2j + 1) − Ie(i, 2j)| ≤ τ

I(i, 2j + 1) −256 1 otherwise
(13)

where τ is a threshold value. Similarly, Ie(i, 2j + 1) = 0 is estimated as{
I(i, 2j + 1) − 1 if |Ie(i, 2j + 1) − Ie(i, 2j)| ≤ τ

I(i, 2j + 1) +256 1 otherwise
(14)

2.4 Lower Bound of PSNR and Embedding Capacity

Assume that there is no pixel with overflow and underflow in the original image.
In the worst case, all pixels of the odd-line field will be added or subtracted by
1. The MSE (mean squared error) of this case is 1/2. Hence, the PSNR of the
watermarked image can be calculated as

PSNR(dB) = 10 log10(2552 · 2) ≈ 51.14 (15)

In short, the lower bound of the PSNR of the watermarked image is about 51.14
dB. This result is much higher than other lossless data hiding techniques.

The embedding capacity of this scheme equals to the number of pixels with
the difference values of -1 and 1 in the difference image. A large number of pixel
values of the difference image have a tendency to be distributed around 0. Using
this property of the difference image histogram, we can embed a large amount of
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(a) Histogram of the original image (b) Histogram of the difference image

Fig. 3. Histogram Characteristics of Lena image

data as compared to the original image itself. Figure 3 shows this characteristic
property of difference images. The number of pixels with the peak point in the
histogram of the original Lena image is around 2,750. On the other hand, the
number of pixels with the peak point in the histogram of the difference image is
higher than 15,000.

3 Experimental Results and Analysis

In order to evaluate the performance of the proposed scheme, we perform com-
puter simulations on many typical grayscale images of size 512 × 512 pixels.
Figure 4 shows a watermark which is a binary logo image of size 128×56 pixels,
equivalent to a binary sequence of 7,168 bits.

Fig. 4. Binary logo image of 128 × 56 pixels

The original and watermarked Lena images are shown in Fig. 5. The Lena
image does not contain pixels with truncated due to overflow or underflow. It
is observed that there is no visible degradation due to embedding in the water-
marked image. Figure 6 shows further six watermarked images.

Table 1 summarizes the experimental results. This table shows that the PSNR
values of all watermarked images are above 51.14 dB, as we theoretically proved
in Section 2.4. The capacity ranges from 8 kbits to 30 kbits for 512×512×8 test
grayscale images. This result shows that the proposed scheme offers adequate
capacity to address most applications. It is also seen from Table 1 that an image
like Baboon, which contains significant texture, has considerably lower capacity
than simple images such as Airplane.
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(a) Original image (b) Watermarked image

Fig. 5. Results with Lena image

(a) Airplane (b) Baboon (c) Blood

(d) Peppers (e) Sailboat (f) Tiffany

Fig. 6. Watermarked images
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Table 1. Experimental results

Test images PSNR Capacity Overflow/underflow
(512×512×8) (dB) (bits) (No. of pixels)

Airplane 58.78 30,487 0
Baboon 51.49 7,383 0
Blood 55.59 22,009 20
Lena 57.63 23,579 0

Peppers 55.74 17,280 2
Sailboat 55.55 14,391 0
Tiffany 52.50 26,004 83

Some test images, such as Blood, Peppers, and Tiffany, contain pixels with
overflow and underflow. However, the set of such pixels is relatively small and
the artifacts due to overflow and underflow are not serious.

For simplicity, we used different values of -1 and 1 for watermark embedding.
If we use the different value of 0 instead of -1 or 1, we can ensure larger capacity
than that shown in the experiment.

4 Conclusions

We have proposed a lossless data hiding method based on difference image his-
togram. In order to solve the reversibility problem, we used the modulo arith-
metic instead of the ordinary addition and subtraction. Experimental results
showed that the proposed scheme provides high embedding capacity while keep-
ing the embedding distortion as small as possible. Reversibility back to the orig-
inal content is highly desired in sensitive imagery, such as military data and
medical data. The proposed lossless data hiding technique can be deployed for
such applications.
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Abstract. This paper proposes a new watermarking scheme that is ro-
bust to geometrical attacks and can embed large user information. By
inserting a template that is used for correcting geometrical distortions
we can embed user information into an image affordably. We embed the
user information using a base watermark (128x128 pixel size). If the base
watermark is shift then the peak position of its cross-correlation with the
watermarked image is also shift. Using this fact, our algorithm can embed
large information. To extract user information we have to firstly extract
the template. After restoring the watermarked image to the original state
using the template, we can extract the embedded user information. The
performance of the presented scheme is evaluated for various geometri-
cal attacks and compression. Results show that the fact that the scheme
is robust to geometrical distortions and effective to embed and extract
large user information.

1 Introduction

During the last decade, digital watermarking technologies have been developed
to protect the ownership of digital contents. Because of the various attacking
methods, however, finding out the technique that is applied for all attacks is
very difficult [1,2,3]. In particular, the geometrical attacks change the positions
of the image pixels, which make the watermarking system difficult to detect the
watermark. Furthermore, efforts to deal with geometrical attacks prevent the
capacity of information to be embedded from increasing [4,5,6].

To solve these problems, we propose the watermarking system for providing
the robustness to geometrical attacks and for increasing the capacity of the
information to be embedded.

Previous Work
Kutter proposed a periodic watermark insertion method for obtaining the infor-
mation of geometrical affine transform [4]. The periodic embedment of water-
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mark plays an important role in extracting the geometrically transformed infor-
mation of the watermarked image. It makes peaks spring up periodically through
an autocorrelation of a watermarked image. But as a general rule, because the
peaks are weakly sprung, it is too difficult to distinguish them correctly.

Pereia and Pun proposed a method that embeds a template with watermark
into an image to deal with geometrical attacks [5]. This template is inserted
into middle frequencies of the image spectrum and creates the local peaks. As
finding the local peaks, we can synchronize the watermarked image with an
original watermark. But this method has a disadvantage that it is difficult to
find the local peaks because they move when the geometrical attacks happen to
the watermarked image.

Patrick Bas et al. composed a geometrically robust watermarking system
using feature points of an image [6]. Authors embed a triangular watermark
into a triangular image selected from the connection of the three feature points.
Because the feature points are moved or disappeared if geometrical attacks are
applied to the watermarked image, however, it is difficult to extract the feature
points identical to those of an original image and to make triangle composed of
the identical three feature points to the original image.

This Paper is composed of four sections. In section 2, we explain the method
that embed watermark into an image. Next the process of watermark extracting
is described in section 3. To make synchronization between an input image and
base watermark matched, we extract the template firstly. And then the method
for extracting the user information is explained. In section 4, experimental results
are showed. And we conclude about our study in section 5.

2 Watermark Embedding

We embed two kinds of watermark into an image. One is user information and
the other is template. User information is embedded in the spatial domain using
shift control. By shifting the base watermark according to the user informa-
tion, we can control the peak position of the cross-correlation between the base
watermark and the watermarked image. And the template is embedded in the
frequency domain and helps extracting the exact user information by recovering
the watermarked image to the original state (geometrical distortions free).

2.1 Embedding User Information

The procedure to embed user information into an image is depicted in Fig. 1.
The input user information (text or Arabian numeral) is firstly converted

to binary sequences. Using the base watermark that is random data composed
of {-1, 1}, we convert binary sequences into the information watermark(WII).
As shifting the base watermark according to the binary sequences(each 4bits)
and adding the shift base watermarks, we are able to make the information
watermark(WII ).
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Fig. 1. The embedment of the user information.

The shift control is performed using eq. 1. That is to say, we have to shift
the base WM1 to the extent of Sx horizontally and Sy vertically according to
4bits’ binary sequences.

Sx =
{
mod(BM /BS)(IU )

}× Bs +
Bs

2
+
{
mod(BL/BM )(IU−nth − 1)

}× BM

Sy =
⌊

IU

(BM/BS)

⌋
× BS +

BS

2
+
⌊

(IU−nth − 1)
(BL/BM )

⌋
× BM (1)

Where, IU (∈{0,1,· · ·, 15})means 4bits information. BL, BM and BS indicate
the size of large, middle and small block respectively and have 128, 32 and 8
respectively. And �•� means the integer doesn’t exceed the result of operations.
modp(x) means the remainder resulting from dividing x into p. IU−nth (1st, · · ·,
16th) means where 4bits’ data to be embedded locate(n th 4bits). For example,
if BL = 128, BM = 32, BS = 8, IU−nth = 9 and IU = 6 (‘0110’ expressed in
binary code), we should shift the base WM1 to 20 pixels horizontally and 76
pixels vertically. To embed 64bits into the image with base WM1, we have to
repeat the shift and adding process 16 times. WIS is another base watermark
that has a different seed value from base WM1. It is to cope with the cropping
attack. Because our watermarking scheme extracts the user information using
the peak position of cross-correlation baseWM1 with a watermarked image, if
cropping attack is not corrected, we cannot extract the right user information.

To embed information watermark(WI) into an image, we use the following
equation.

Iy
I = Iy + λwcWI (2)

Where, Iy
I indicates the watermarked image where information watermark is

embedded. Iy indicates the Y(luminance) component of the input image. And
λwc regulates the strength of WI . λwc is calculated through the following process.
a. Apply high pass filter to the Y component using the high pass filter mask.
b. Normalize the output above to an appropriate level.

2.2 Embedding Template

To cope with geometrical distortions, we embed template into Iy
I for obtaining

the geometrically deformed information. Our template differs from that of Pereia



A Robust Image Watermarking Scheme to Geometrical Attacks 351

Fig. 2. The embedding scheme of WRS .

and Pun[5]. While they insert the 8-point peak, we successively insert random se-
quences into middle frequencies of the input image. Because our method does not
have to find local peaks, it is able to extract readily the information of geometri-
cal attacks. That is, if the position where random sequences are inserted is found
using the correlation, we can easily know the rotation and scaling information
using its sequential data. The detail explanation of these contents is addressed
in Subsection 3.1. The embedding process of the template is followed below.

2-D template (WRS) is made through process such as Fig. 3.

Fig. 3. Composing the 2-D template (WRS).

After generating the 1-D random sequence composed of {-1, 1}, we succes-
sively align it roundly in empty 2-D space sizing 256x256 such as Fig. 3. Because
the magnitude component of Fourier transform has the origin of symmetry, we
symmetrically align 1-D random sequence like as the lower part of WRS .

The generated WRS is added to the magnitude component of Iy
I in

DFT(Discrete Fourier Transform) domain using the Eq. 3.

IM
W = FM

{
Iy
I

}
+ μWC × WRS (3)

Here, IM
W indicates the result of addition the spectrum(magnitude component) of

the input image to WRS . And FM

{
Iy
I

}
is the spectrum of the input image. And

μWC is a constant for controlling the strength of WRS . After the result above is
combined with the phase component of DFT of Iy

I , the watermarked image(IW )
is made through the inverse DFT. And IW is converted to RGB model combining
with I and Q components that have been saved in the embedding process of
information watermark.
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3 Watermark Extracting

In the watermark extraction process, we have to firstly extract the template to
descry the geometrically deformed information of the watermarked image. The
obtained 2-D template is converted to 1-D template through circular projection.
After correcting the watermarked image using the extracted information from the
template, we extract the user information from the restored watermarked image.

3.1 The Extraction of Template

Figure 4 describes the template extraction process.
Firstly, we divide an input image into 256 by 256 size. Next FFT is performed

on the block image(256 by 256). If the input image has been watermarked, its
spectrum is shown like as (a) in Fig. 4 (to meet the convenience of sight, we
remove low frequencies). (b) explains the process of extracting one dimensional
template from the spectrum of the input image. The belt(where WRS is added)
shown in fig. 4 (a) is moved when the watermarked image is resized. This belt,
which has 1-D template used in the embedding process of WRS , is found through
cross-correlation the original 1-D template with the roundly extracted 1-D se-
quential data from the spectrum of the input image.

Fig. 4. The spectrum of the watermarked image and the searching process.

Once the belt is found, we extract the 1-D template. If rotation is taken place
in the watermarked image, we can get the rotation angle by finding the position
of cross-correlation peak, which is obtain from correlation between the original
1-D template and the extracted 1-D template, such as Fig. 5.

And if scaling was occurred in it, we could know the degree of scaling by
finding distance from the origin to the position of the belt in the spectrum of
the input image spectrum like as Fig. 6.

3.2 Extraction of User Information

Using the extracted 1-D template, we solved the problem about the rotation
and the scaling distortions. And the problem of translation can be solved by
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Fig. 5. Cross-correlation between 1-D template and extracted 1-D template when ro-
tation is occurred to the watermarked image.

Fig. 6. The shape of the spectrum of the watermarked image when scaling is occurred.

Fig. 7. Cross-correlation between WIS and the watermark image when cropping or
shift is occurred in it.

using WIS . In fig. 7, cross-correlation between the watermarked image and WIS

is displayed.
If the watermarked image is corrected to the original state, we can extract

user information by finding cross-correlation between the watermarked image
and baseWM1.

Equation 4 explains the scheme that extracts the embedded information.

IU−nth =
⌊

ypp

BM

⌋
×
(

BL

BM

)
+
⌊

xpp

BM

⌋

EI =
(⌊

modBM
(ypp)

BS

⌋
×
(

BM

BS

))
+
⌊

modBM
(xpp)

BS

⌋
(4)

Where, EI means the extracted information that is converted into binary code.
And ypp and xpp indicate y-position and x-position of correlation peaks respec-
tively. Iu−nth means the position where the extracted 4bits’ data are located.
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4 Experimental Results

In this section, we test our scheme to ascertain robustness against the geometrical
attacks, JPEG compression, and other various attacks.

We apply various attacks to the watermarked image and examine the bit error
rate from the extracted information. In the limited extent, proposed approach
successfully recovered the embedded information. In JPEG compression test, QF
means the image quality factor of the target image.

Table 1. Test results about geometrical distortions.

Distortions
Proposed approach Pereira’s approach
BER(%) Message

length
BER(%) Message

length
Rotation (1˚∼359˚) 0

80 bits

0

72 bits

Scaling ( 50% < S < 200% ) 5.6 33
Cropping ( > 96 × 96 pixels) 0 21
JPEG comp. ( > QF 40% ) 0 35.7
Blurring ( > PSNR 38dB) 0 12
Color depth reduction
( > 4bits/pixel )

0 0

Sharpening 0 0
Noise addition( < 50% ) 3.8 40

In table 1, BER means bit error rate that is expressed in following formula.

BER =
(

BErr

BTotal

)
× 100(%) (5)

Where, BErr means the error bits of embedded total bits and BTotal means the
embedded total bits.

5 Conclusions

In this paper, we proposed a new watermarking scheme that is robust to geo-
metrical attacks and embeds large bits of information. To find out the inserted
template in template detection process, we do not choose the local point peaks
like as [5] but successively calculate the position where the template is embed-
ded through the correlation between the roundly extracted data(like as fig. 4
(b)) and the original 1-D template. Using the extracted template, we can restore
the watermarked image from the distorted status, which makes it possible to
extract the user information. We also embedded the user information using the
shift control. We verified that the shift control method for embedding the user
information is more efficient to extract it than the method that extracts it using
the magnitude of correlation, which has to choose the threshold for the water-
mark detection. Besides the shift control method has the characteristic that can
embed more large information using the same sized base watermark.
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Abstract. Intellectual Property (IP) protection is a critical element in
a multimedia transmission system. Conventional IP protection schemes
can be categorized into two major branches: encryption and watermark-
ing. In this paper, a structure to perform layered access protection by
combining encryption and robust watermarking is proposed and imple-
mented. By taking advantage of the nature of cryptographic schemes and
digital watermarking, the copyright of multimedia contents can be well
protected. We adopt the scalable transmission method over the broad-
casting environment. The embedded watermark can be thus extracted
with high confidence. Then, the next-layer secrets can be perfectly de-
crypted and reconstructed. Finally, the media contents are recovered.

1 Introduction

With the widespread use of multimedia broadcasting, the digital media, includ-
ing images, audio and video clips, are easily acquired in our daily life. The
current network environments make scalable coding of multimedia a necessary
requirement when multiple users try to access the same information through
different communication links [1,2]. Scalability means that a multimedia data
bitstream is partitioned into layers in such a way that the base layer is inde-
pendently decodable into a content with a reduced quality. The reduction may
be in spatial resolution, temporal resolution, or signal-to-noise ratio (SNR). To
reproduce the original content, enhancement layers provide additional data to
restore the original quality from the base layer. Enhancement layers represent
the scalability of the content coding, namely, spatial, temporal, or SNR scala-
bility. Therefore, scalable coding of multimedia is suitable for delivering digital
contents to different users and devices with various capabilities [3].

In many cases, it requires to deliver multimedia content securely. However,
the channel for multimedia broadcasting is an open environment; thus, if the user
data and information are not protected, it might be illegally used and altered
by hackers To protect privacy and intellectual property (IP) rights, people often
use cryptographic techniques to encrypt data, and the contents protected by
encryption are expected to be securely transmitted over the Internet [4,5].

In cryptography, the contents to be encrypted are called plaintext, and the
encrypted contents are called ciphertext. Although cryptographic schemes pro-
vide secure data exchange among peers, it implies that the ciphertext cannot be
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altered during transmission [6]. If any one bit is received erroneously, the plain-
text cannot be decrypted correctly. This is not a good property when we deliver
protected contents in a broadcasting environment, where erroneous transmis-
sion may occur occasionally. There, a one-bit error may cause a totally useless
content. To meet this deficiency for multimedia broadcasting, we include wa-
termarking technique to aid encryption, because the watermarked contents can
withstand some kind of attacks, including signal processing, geometric distor-
tion, and transmission errors. In this paper, we combine both the cryptographic
and watermarking techniques for layered content protection. On the one hand,
the message for protection of multimedia contents can be perfectly decrypted by
cryptography, while on the other hand, the encrypted message can be further
protected by robust watermarking algorithms to resist transmission errors.

This paper is organized as follows. Sec. 2 describes the concepts and issues of
layered content protection. In Sec. 3, we propose a layered protection structure
with combined cryptographic and watermarking schemes. We give an application
example and simulations in Sec. 4. And Sec. 5 concludes this paper.

2 Layered Protection Concepts

As discussed in Sec. 1, scalable coding is a solution to broadcast contents to de-
vices with various playback capabilities. With the nature of layered coding, the
whole media can be partitioned into blocks of data. Thus, it is straightforward
to group receivers of different playback capabilities by sending different com-
binations of data partitions. However, the conditional access (CA) requirement
is dealt in a different way in a broadcast environment. To distinguish different
groups of users, a popular solution is to encrypt data by a group-shared key.
Thus, the CA issue can be solved by encrypting data partitions with different
keys, and a granted user has the corresponding decryption keys to the assigned
data partitions.

The next issue is how to distribute the keys. Depending on the delivery in-
frastructure, two problems may arise. One is how to protect keys from malicious
listeners. There are methods to protect keys from malicious listeners, such as the
one proposed in the DVB standard [7]. The other problem is how to synchronize
(in time) a key with the content. For example, to broadcast a protected content
over Internet, we may send the key to users via a reliable channel (such as RTSP
connection [8]), while the content goes through an unreliable channel (such as
RTP sessions [9]). A reliable channel guarantees information correctness by sac-
rificing delivery speed, and it is likely that the key information is out-of-sync to
the corresponding content.

A possible solution to eliminate synchronization problem is to transmit the
key information together with the content, such as inserting it into the optional
header fields of the coded stream. However, it may be destroyed by transmission
errors or transcoding. Our proposed method is less sensitive to minor transmis-
sion errors. We embed the key information into the content with robust wa-
termarking techniques. Since the key information is available at the same time



358 F.-C. Chang, H.-C. Huang, and H.-M. Hang

as we reconstruct the content, the (time) synchronization problem is resolved.
The drawback of this approach is that if packet loss or transcoding occurs, the
reconstructed content is different from the original one, and the key information
may not be extracted accurately. To reduce the impact of unreliable or distorted
delivery, we incorporate robust digital watermarking methods [10] to reinforce
the robustness of the embedded key information.

The main steps of the layered protection is organizing secrets (keys and
necessary parameters) into a watermark, robustly watermarking the base layer,
and encrypting the enhancement layer. A granted user receives the base layer,
extracts and derives the decryption key, decrypts the enhancement layer, and
combine layers together to produce the contents. In the following sections, we
will describe our proposed method in detail.

3 Proposed Method

In this section, we describe the layered decryption and decoding operations on
the receiver side. Because the associated encryption and encoding operations
vary depending on the scalable coding, we provide an example at the end of
this section. We first describe the receiver architecture in our proposed method,
then we describe the corresponding transmitter architecture in the following
paragraphs.

3.1 Receiver Architecture

Scalable coding is composed of one base layer and several enhancement layers
to match the network diversity for transmission. The enhancement operation is
illustrated in Fig. 1. Assuming that the initial base layer B0 has been received,
the subsequent composing operations can be expressed by

Bi = compose (Bi−1, Ei), (1)

where

Ei = decrypte (Xi, Ki). (2)

In Eq. (1), Bi−1 is the available base layer, and Ei is the enhancement layer
to improve quality from Bi−1 to Bi. During transmission, Ei is protected by a
cryptic algorithm with Ki as the key, and the transmitted data is Xi in Eq. (2).

There are some secret information to be obtained prior to decrypting Ei, and
the operations can be expressed as follows:

Wi = extract (Bi−1, Pi−1) (3)
Fi = decryptf (Wi, Gi) (4)
Ki = key (Fi) (5)
Pi = param (Fi) (6)
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Fig. 1. Decryption and decoding of layer-protected content

Wi is the digital watermark extracted from the constructed base layer Bi−1 with
extraction parameter Pi−1. As described in Sec. 2, Wi represents the protected
secret information. Thus, we have the secret information Fi by decrypting the
watermark using user-specific key Gi. After parsing Fi, we obtain the decryption
key Ki and the next watermark extraction parameter Pi.

As Fig. 1 illustrates, the decryption and composition blocks are iterative pro-
cesses. There are several initial parameters required to activate these processes.
We will discuss how to obtain the initial parameters in the following paragraphs.

– When the whole content is protected, namely, B0 is encrypted, we need K0
to decrypt X0. In this case, K0 should be obtained by a separate channel.

– One scenario is that B0 is the “preview” layer; i.e., B0 is not encrypted, we
simply bypass the decrypte block.

– Depending on the watermarking algorithm, the extraction process may re-
quires specific parameters. If it does, the first watermark extraction param-
eter P0 should be obtained in a separate channel to activate subsequent
extraction process.

– All the key-decryption keys {Gi} should be obtained before receiving the
media data, for instance, by manually or automatically update after sub-
scription.

3.2 Transmitter Architecture

Depending on the scalable coding algorithm, the design of transmitter side varies.
Fig. 2 shows one of the possible designs. The architecture is almost the inverse of
the receiver architecture in Fig. 1. The watermark Wi is the encrypted version of
the key Ki and the embedding parameter Pi. The B′

i−1 is the un-watermarked
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Fig. 2. Encryption and encoding of layer-protected content

base layer with lower quality. After embedding Wi into B′
i−1, we have the base

layer Bi−1. The enhancement layers are generated as the differences between Bi

and Bi−1. All the {Ki}, {Pi}, and {Gi} are known in advance.

4 Simulation Results

In this paper, we use the test image Lena with size 1024 × 1024 to conduct the
simulations in this section. The original Lena is first converted to 512 × 512
base layer. The DES[11] key (8 ASCII letters “NCTU-DEE” in Fig. 3(a)) to
encrypt enhancement layer is also encrypted using DES by the user key ({Gi}
in Fig. 1) to generate the 8-byte (or 64-bit) secret. The secret is then repeated
for 32 times to form the binary watermark, as shown in Fig. 3(b).

“NCTU–DEE” =⇒

(a) (b)

Fig. 3. Plaintext encryption and watermark generation. (a) The 8-byte plain-text. (b)
The converted binary watermark with size 128 × 128.

Figure 4 shows the data in transmitted base layer and the enhancement
layers. Before transmission, the watermarked base layer has acceptable visual
quality, with the PSNR of 39.24 dB in Fig. 4(a). We then extract the watermark
from the base layer picture, derive the decryption key, decrypt the transmitted
enhancement data in the next layer, and finally reconstruct the original 1024 ×
1024 picture.



Combined Encryption and Watermarking Approaches 361

(a) (b)

Fig. 4. (a) 512 × 512 base layer. (b) 1024 × 1024 enhancement layer.

We then test the packet loss case on the base layer [12]. The packet loss rate
in our simulations is set to 10%. The extracted watermark is shown in Fig. 5(a).
The distortion is within the tolerance range of the extracted watermark, with the
bit-correct rate of 92.74%. We then use the majority vote to produce the 8-byte
secret, extracted encryption key, and decrypt the ciphertext. Finally, we can
recover the original key information correctly as shown in Fig. 5(b). In addition,
the 1024 × 1024 picture thus can be reconstructed with some defects as shown
in Fig. 6.

=⇒ “NCTU–DEE”

(a) (b)

Fig. 5. Watermark extraction and cipher-text decryption. (a) The extracted water-
mark, with the bit-correct rate of 92.74%. (b) The decrypted cipher-text, which is
identical to that in Fig. 3(a).
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Fig. 6. The encrypted and watermarked image corrupted by transmission errors, with
best-effort reconstruction.

5 Conclusion

In this paper, we proposed a structure to protect the layered (scalable) content in
a broadcast environment. By combining cryptographic and robust watermarking
techniques, the secret for decrypting enhancement data streams can be safely
embedded in the base layer. Robust watermark enables embedding information
directly in the multimedia content, and the embedded bits can be extracted
even when the watermarked media experience attacks during transmission. On
the other hand, cryptography provides confidentiality. But it does not tolerate
any bit error. The contribution in this paper is to combine these two techniques,
and offer the advantages of both for intellectual property protection.

In the proposed scheme, the encryption concept guarantees the access con-
trol, keeping away malicious eavesdroppers. Also, the embedding concept solves
the key-content synchronization problem. The robust watermarking concept in-
creases the data robustness against transmission errors and distortions. Com-
paring to conventional cipher-block chaining encryption, our method not only
provides a way to guarantee access controls, but also synchronously transmits
decryption information. Moreover, robust watermarking implicitly gives higher
data integrity protection on the keys than on the contents. One simulated ex-
ample demonstrates the effectiveness of the proposed structure.

In our future work, we will modify our structure with scalable video coding.
We will also integrate our proposed structure with the MPEG IPMP (Intellectual
Property Management and Protection) message exchange format[13,14].
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Abstract. In many watermarking applications, tracking the image copy
ID is another requirement besides the ownership verification. Further-
more, it is a common demand to keep the original image from public
accessibility during the watermark extraction process. In this paper, we
propose a new watermarking method called WMica that bases on the In-
dependent Component Analysis (ICA) technique. The proposed method
employs a two-watermark embedding scheme; one watermark is to iden-
tify the ownership and the other serves as the ID for each copy of the
original image. In the extraction scheme, an ICA algorithm is applied
together with a down-sizing technique so that we can estimate all the
watermarks without accessing the original image and the prior informa-
tion about the watermarks. The new method, undergoing a variety of
experiments, has shown its robustness against many salient attacks. It
also exhibits a capability in image authentication.

1 Introduction

Digital Watermarking, in which some information is embedded directly and im-
perceptibly into digital data to form watermarked data, is one of the most effec-
tive techniques to protect digital works from piracy and has been being exten-
sively studied recently [1]. To estimate the watermark, some algorithms require
the original image to be available in the extraction. It is not favored since the
owners always prefer to hide their original works from public accessibility. More-
over, in various applications, it is important to mark each copy with an unique
number, i.e, the image copy ID, so that the authors can track these copies. It
means the watermarking method developed for these applications should not
require the watermark information in the extraction.

ICA is an important technique in signal processing field for estimating un-
known signals from their observed mixtures [2]. With its blind extraction ca-
pability, several researchers have been trying to employ ICA in watermarking.
The authors in [3, 4] propose algorithms that partition off the original image
and the watermark into independent components (ICs), then combine these ICs
to produce the watermarked image. This technique, however, requires a lot of
computation and usually fails in brute-force attacks. Another approach considers
the original image as one unknown source signal, and the watermark is another
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unknown signal. The watermarked image is then a mixture of these signals. This
approach is simple to implement but usually need additional knowledge about
the original data or the watermark. For example, in [5, 6], the algorithm needs
both the secret key image and the original image.

In this work, we developed a novel watermarking method called WMica that
employs the second ICA-based approach above. However, we further exploit the
characteristics of the image to overcome the need of original image and big-sized
key image. We do the extraction on the down-sized version of the test image,
thus we only have to use a small-sized key image instead of the original image. A
down-sizing and up-sizing methods has been applied to create all the mixtures
for ICA algorithm only from the test image and this small-sized key image.
Moreover, instead of a single watermark, the algorithm embeds two watermarks
into the host image, one for identifying the ownership and one for identifying the
copy ID. Comparing with other watermarking techniques, our proposed method
has the following advantages: (i) The ICA-based extraction scheme does not
need the original image and knowledge of the watermark. (ii) The ‘key image’
is a small-sized image and can be publicly available. (iii) The two watermark
system help the owners both to verify their ownership and to track the image’s
copying. (iv) The proposed watermarking algorithm can serve as both robust
watermarking and fragile watermarking.

2 The Proposed WMica Method

The most important task of WMica is to create enough mixture signals for
ICA extraction only from the test image and a small-sized key image. To do it,
we employ down-sizing and up-sizing functions and some special modifications
on the watermarks in the embedding scheme. Upon the watermark extraction
scheme, the watermarked image (test image) is down-sized to different sizes and
combined with the key image to create the mixtures. The mixtures then serve
as the input for ICA algorithm for estimating the watermarks. The details on
these functions are provided in the following paragraphs.

Denote by IM×N the image of size M × N , the two functions up-sizing
U(IM×N , k) and down-sizing D(IM×N , k) are defined as follows

D(IM×N , k) = I[k] M
k × N

k
I[k](m,n) = 1

k2

∑k−1
i=0
∑k−1

j=0 I(km+i,kn+j)

U(IM×N , k) = I
[k]
kM×kN I

[k]
(km+i,kn+j) = Im,n

(1)

where k is a positive integer called ‘resizing factor’. I[k] M
k × N

k
and I

[k]
kM×kN are

defined as the k times down-sized image and k times up-sized image of IM×N ,
respectively. i, j = 0, 1, ..., k − 1, m = 0, 1, ..., M − 1 and n = 0, 1, ..., N − 1. The
value of each pixel I(m,n) is ranged between [−1, 1]. In the next step, the two
watermarks W1 and W2 are modified from the owner’s signatures to satisfy1

D(W1, k1k2) = Ø (2)
1 From this point, the image size index M×N in the term IM×N is omitted when it is

not necessary.
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D(W2, k1) = U(D(W2, k1k2), k2) (3)

where ØM×N denotes an image whose pixel values are all zero. Then we have

D(aW1 + bW2, k1) = aD(W1, k1) + bD(W2, k1) (4)
U(D(aW1 + bW2, k1k2), k2) = aØ + bD(W2, k1). (5)

Equation (4) and (5) clearly represent two mixtures that are produced from the
only signal aW1 + bW2. Combining with the signal taken from the key image,
we have enough three mixtures for ICA extraction.
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Fig. 1. The proposed embedding scheme.

2.1 The Embedding Scheme

A scheme of the embedding process is displayed in Fig. 1. From the initial sig-
natures S1 and S2 (generally are the small images), two watermarks W1 and W2
are created through the modification functions M1(·) and M2(·) so that these
two watermarks satisfy (2) and (3), respectively. In addition, visual masks V1
and V2 are applied into M1(·) and M2(·). With the help of visual mask, one
can increase the watermark strength considerably while maintaining the image
quality and the watermark invisibility. In this paper, we apply a Noise Visibility
Function (NVF) [7] as the function V(I, L) to create visual mask. Pixels in a
visual mask V are computed from the image I by

V(m,n) =
1

1 + σ2
I (m, n)

(6)

where σ2
I (m, n) denotes the local variance of the image in a window centered on

the pixel I(m,n). σ2
I (m, n) = 1

(2L+1)2
∑L

i=−L

∑L
j=−L(I(i+m,j+n) − Ī(m,n))2 with

Ī(m,n) = 1
(2L+1)2

∑L
i=−L

∑L
j=−L I(i+m,j+n) where a window of size (2L + 1) ×

(2L + 1) is used for the estimation.
Next, the two watermarks W1 and W2 are inserted into the original image

I to get I+, the watermarked image. Mean while, the key image K is acquired
by down-sizing a combination of I and the first watermark W1. The embedding
steps involved can be summarized as follows
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1. Create two visual masks V1 and V2 with the window length Li (i = 1, 2)

V1 = V(I, L1); V2 = V(I, L2). (7)

2. Create two watermarks W1 and W2 that satisfy (2) and (3)

W1 = M1(S1, V1, k1, k2); W2 = M2(S2, V2, k1, k2). (8)

3. Create the watermarked image I+ and the key image K

I+ = I + αW1 + βW2 (9)
K = D(I + γW1, k1). (10)

Parameters α and β are called ‘embedding coefficients’, γ is called ‘keying coef-
ficient’. These parameters can be any non-zero values in the range of [−1, 1].
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Fig. 2. The ICA-based extraction scheme.

2.2 The Watermark Extraction Scheme

A scheme of the ICA-based extraction is shown in Fig. 2. Watermarks are esti-
mated from the image I+ with the help of key image K which is assumed to be
accessible during extraction. The ICA-based extraction steps include:

1. Down-size the watermarked image I+ to the size of the key image K

T1 = D(I+, k1) (11)

2. Create the image T4 from T1 and K with up-sizing and down-sizing methods

T4 = U(D(T1 − K, k2), k2). (12)

3. Create one-dimensional signals from T1, T4 and K

[x1, x2, x3]T = [C(T1), C(T4), C(K)]T (13)

where C(·) denotes the 2-to-1 dimension converter.
4. Apply ICA technique on x = [x1, x2, x3]T to get three outputs y =

[y1, y2, y3]T .
5. Convert back the outputs y to images

(Î , Ŵ1, Ŵ2) = C−1(y) (14)

where C−1(·) is a 1-to-2 dimension converter. Î, Ŵ1 and Ŵ2 denote the
estimates of the down-sized version of the original image I and the two
watermarks W1 and W2, respectively.
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3 Experiments and Results

The experiments were implemented on the gray-scale images Lena and Baboon of
size 512×512. The embedded watermarks were created from two small images of
size 64×64, including an author signature and a copy ID. To measure and control
the quality of the watermarked image, Peak Signal to Noise Ratio (PSNR) was
selected as a criterion. To ensure the high quality of the watermarked image and
the imperceptibility of the watermarks, the embedding coefficients were chosen
so that PSNR > 42dB in all experiments. The values of these parameters and
the other setting are provided in Table 1.

Table 1. Configuration of the experiments.

α β γ k1 k2 L PSNR

Expt.1
9

256
11
256

− 6
256

4 2 15 46.25

Expt.2
9

256
11
256

− 6
256

4 2 15 42.84

The inputs and outputs of the embedding scheme are shown in Fig. 3 (please
not that all the negative values in the watermarks were plotted by their absolute
values so that they can be displayed in the figures).

To assess the quality of the estimates, we select the correlation coefficient r
between the down-sized version of the watermark and its estimate. The correla-
tion coefficient r between two images XM×N and YM×N is defined as

r =

∑M
i=1
∑N

j=1(X(i,j) − X̄)(Y(i,j) − Ȳ )√
(
∑M

i=1
∑N

j=1(X(i,j) − X̄)2)(
∑M

i=1
∑N

j=1(Y(i,j) − Ȳ )2)
(15)

where X̄ = 1
MN

∑M
i=1
∑N

j=1 X(i,j) and Ȳ = 1
MN

∑M
i=1
∑N

j=1 Y(i,j).

3.1 JPEG Compression and Gray Level Reduction Test

The watermarked image I+ was compressed using JPEG with different quality
factors before the watermarks were extracted. The correlation coefficient between
an estimate Ŵi and its original watermark Wi[k1] (i = 1, 2) was computed for
each quality factor and plotted in Fig. 4(a). The proposed algorithm provided
very good performance on all experiments. The qualities of the estimates are
high even when the JPEG compression quality factor is reduced awfully. Even
in the lowest quality setting (quality factor = 10%), most of the watermarks are
still recognizable (r > 0.4).
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(a)

(b)

Fig. 3. From left to right: Original image I, Watermarks W1 and W2, Key image K
and Watermarked image I+. (a) Expt 1. (b) Expt 2.

The algorithm offered excellent results in the next test, the gray level re-
duction. In this modification, the gray level of the watermarked image I+ was
reduced from 256 level down to 128, 64, ..., 8 level. The values of the performance
index r (shown in Fig. 4(b)) in all experiments are close to each other and the
estimated watermarks are highly correlated to the original ones. It can be seen
that the proposed algorithm is able to extract the signature successfully (r > 0.4)
when the gray scale level is reduced up to a level of 16.
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Fig. 4. Results of (a) JPEG compression test and (b) gray level reduction test.
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Fig. 5. Results of (a) A Gaussian noise test and (b) a multiplicative noise test.

3.2 Noise Addition Test

In the first test, different Gaussian white noises with the variance σ2 ranging
from 0 to 0.005 have been added to the watermarked image I+ before undergoing
the extraction. In the second test, a uniformly distributed random noise u with
zero mean and variance σ2 was multiplied and then added to the image by the
equation I∗ = I+ + uI+. The estimates watermarks were then compared to the
originals and the results are shown in Fig. 5. The estimates extracted from the
noisy image represent a high correlation with the original watermarks.

3.3 Authentication Test Results

From the watermarked image, a small area was copied and imperceptibly over-
written to another location (inside the white-bordered rectangle in Fig. 6(a)).
The tampered image was then put into the extraction and we got three output
images as shown in Fig. 6. The tampered area is clearly noticeable in both water-
mark estimates, the pixel values of the tampered area are much higher than the
others. Moreover, if we replace those tampered pixels with the image average val-
ues, we can recognize the watermark. After the replacement and normalization,
the estimated watermarks are clearly visible in Fig. 6(e) and 6(f).

(a) (b) (c) (d) (e) (f)

Fig. 6. (a) A down-sized version of the tampered image (the rectangle indicates the
tampered area). (b)-(d) The three outputs: the down-sized estimates the original image
Î, the first watermark Ŵ1 and the second watermark Ŵ2. (e)-(f) The two watermark
estimates after the tampered area is removed: Ŵ ∗

1 and Ŵ ∗
2 .
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4 Conclusion

In this work, we have proposed a novel watermarking method which uses only one
small-sized key image for extracting different watermarks. The two-watermark
embedding technique allows us to verify the ownership of the image while keep
tracking each copy of this work. Besides, the ICA-based extraction method makes
possible to blindly estimate the watermarks without the original image.

Estimating the watermarks on size-reduced level is another advantage of the
proposed algorithm. Even if the attackers, in some ways, might be able to ex-
tract the watermark’s estimates, they are still unable to subtract these estimated
watermarks from the image since the embedded watermarks and the watermark
used to compare are of different sizes. Finally, simulations throughout various im-
age attacks demonstrated the capability of the proposed method in both robust
and fragile watermarking. The watermarks are difficult to remove and survive
through the severe damage on the image. Moreover, malicious tampering on the
image can also be detected during the extraction.

We are studying the ability of applying WMica into domain-transformed wa-
termarking. The combination may result in a more robust watermarking tech-
nique. Further research to improve the performance may be carried on by em-
ploying different techniques for watermark generation, i.e., the function M(·).
Studying on visual masking V(·) is also another interesting issue.
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Abstract. This paper presents a fast exhaustive multi-resolution search
algorithm in a clustered image database. Prior to search process, the
whole image data set is partitioned into a pre-defined number of clus-
ters having similar feature contents. For a given query, the proposed
algorithm first checks the lower bound of distances in each cluster, elim-
inating disqualified clusters. Next, it only examines the candidates in
the surviving clusters through feature matching. Simulation results show
that the proposed algorithm guarantees very rapid exhaustive search . . .

1 Introduction

Recently, content-based image retrieval (CBIR) has been strongly demanded for
various applications. Low-level features such as colors, textures, and shapes are
usually preferred as image contents [1-2].

In the conventional CBIR systems, if images are indexed by high-dimensional
descriptors, the best match(es) for a query is searched by examining the sim-
ilarity between the query descriptor and descriptors from database images, on
high-dimensional space.

A straightforward way to perform similarity matching is the exhaustive
search algorithm (ESA), where the full-resolution distances between the query
and all candidate descriptors in the database are computed and compared each
other. However, since the running time of ESA is proportional to the dimension
(B) and size (N) of the dataset, i.e., O(BN), ESA can be very costly. In order to
logically speed up ESA, several fast exhaustive search algorithms using triangle
inequality property or its variations have been proposed for various applications,
e.g., motion estimation for video coding [3] and codebook search for vector quan-
tization (VQ) encoding [4]. Berman and Shapiro employed the concept of triangle
inequality to avoid full-resolution matching of unreliable candidate descriptors
with the query descriptor, and reduce a great deal of computation [5]. However,
its speed performance highly depends on the choice of key images, and is not
satisfying in large image databases.

We propose a cluster-based search algorithm for fast exhaustive search. Prior
to search process, entire images are grouped into a pre-defined number of clus-
ters having similar contents through K-means clustering. Then, we derive a new
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search scheme based on two inequality properties. The first property is basically
derived from the branch-and-bound search [6], which provides the lower bound
of distances from the images in each cluster to a given query, and is used to elim-
inate disqualified clusters from the search procedure. The second one is from the
distance relationship between adjacent levels on a multi-resolution feature space,
alleviating unnecessary descriptor matching operations. The proposed algorithm
using these two properties can determine the best match very rapidly.

The paper is organized as follows. In Section 2, we introduce two inequality
properties and propose a cluster-based fast exhaustive search algorithm by sys-
tematically combining these two properties. Intensive experimental results are
given in Section 3. Finally, conclusions are drawn in Section 4.

2 Cluster-Based Multi-resolution Search Algorithm

We classify an image data set into a pre-defined number of groups having similar
color content by using the MacQueen K-means clustering algorithm. Let the k-th
cluster and its center be Φk and Ck, respectively.

Fig. 1. Inherent problem of conventional cluster-based algorithms. Here, N=11 and
K=4

2.1 Exhaustive Search Based on Branch-and-Bound Method

Fig. 1 demonstrates why conventional cluster-based algorithms could not achieve
fast exhaustive search inherently. In the figure, Xi denotes the i-th data. Since
C2 is closest to the query Q among the cluster centers, the distances of all the
elements in Φ2 are examined, thereby X2 is chosen as the best match. However,
the true best match is X8 in Φ1. This situation arises because the true best match
does not always exist in the cluster whose center is closest to Q. Although the
best match is tried to retrieve from several clusters close to Q, this problem could
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not yet be solved thoroughly. In order to solve the above problem, the branch-
and-bound search has been proposed for data search [6]. The main property in
the branch-and-bound search is as follows:

If d(Ck, Q) − δk > dmin, min
Xi∈Φk

d(Xi, Q) > dmin (1)

where d(X, Y ) denotes the distance between two descriptors X and Y , dmin is
”so far” minimum, and δk = maxXi∈Φk

d(Xi, Ck). Note that all δk’s are pre-
computed and stored. (1) can be proved easily from triangle inequality. By using
dmin and all δk’s, we can decide whether each cluster deserves to be examined
or not for fast exhaustive search. In (1), d(Ck, Q) − δk means the lower bound
of distances between Q and all the elements in the k-th cluster. Therefore, if
d(Ck, Q)−δk is greater than dmin, this k-th cluster doesn’t have to be considered
anymore because it has no candidate whose distance is smaller than dmin.

2.2 Fast Exhaustive Search in Multi-resolution Database

To achieve fast exhaustive search for efficient image retrieval, we adopt the suc-
cessive elimination algorithm (SEA) [3] to calculate the successive score on multi-
resolution descriptors rather than multi-resolution images. Suppose that the di-
mension of an image descriptor is B(= 2L) and a multi-resolution structure for
each descriptor X is defined as a descriptor sequence X0, X1, · · · , X l, · · · , XL,
where X = XL. The relation between Xi and Xi+1 is as follows:

X l(m) = X l+1(2m − 1) + X l+1(2m) for 1 ≤ m ≤ 2l, (2)

where X l(m) denotes the m-th element value of X l. Based on this multi-
resolution descriptor structure, the following inequality property can be derived:

d(X, Y ) ≡ dL(X, Y ) ≥ · · · ≥ dl(X, Y ) ≥ · · · ≥ d0(X, Y ), (3)

where dl(X, Y ) denotes the L1-norm distance between two descriptors X and
Y at level l, i.e., d(X l, Y l). Note that L1-norm distance is the most popular
distance measure for image retrieval. (3) can be also proved easily. (3) indicates
that if dl(X, Y ) is larger than a certain value, the distances at upper levels are
always larger than that particular value. So, if we apply this property to the
search procedure, we can save a great deal of processing time by eliminating
improper candidates at lower levels since the distance evaluation at upper levels
needs much more computation time than it does at lower levels.

By taking advantage of property (3), we can achieve a fast exhaustive search.
Assume that N denotes the total number of candidate images in the database
and X1, · · · , Xi, · · · , XN denotes the set of the corresponding descriptors. Multi-
resolution descriptors of all images are pre-computed and stored. The image
producing the final dmin is selected as the best match of a given query whose
descriptor is Q. We refer to this fast exhaustive multi-resolution search algorithm
as MSA.
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2.3 Cluster-Based Multi-resolution Search Algorithm (CMSA)

By systematically combining the cluster-pruning scheme in subsection 2.1 and
MSA in subsection 2.2, we propose a novel cluster-based multi-resolution search
algorithm (CMSA) for image retrieval, which guarantees the same accuracy as
ESA. Firstly, MSA is applied to find the nearest cluster center and the corre-
sponding nearest candidate. Next, by using this information and property (1),
cluster pruning is performed. Finally, MSA is applied again to search the best
match in the survived clusters.

Since MSA is used to find the nearest cluster center, all dL(Ck.Q)’s are not
available in the following cluster pruning stage. So, we should modify property
1 by using the relation that d(Ck, Q) ≡ dL(Ck, Q) ≥ dlk(Ck, Q), that is,

If dlk(Ck, Q) − δk > dmin, min
Xi∈Φk

d(Xi, Q) > dmin (4)

In (4), lk denotes the highest level where the computed distances are available
and lk ≤ L. Since dlk(Ck, Q)’s and δk’s are already known for all k, additional
computation for the above decision is not required.

3 Experimental Results

We use a database containing 10,000 still images, i.e., N = 10,000: 7,000 images
from an MPEG-7 content set [9] and 3,000 images from an ftp site. The database
includes various types of images such as natural scenes, architectures, and people
so as to prevent a bias to a particular type of image. The database is grouped
into K clusters according to luminance histogram, and three cases of K=500,
1000, and 1500 are tried out. Besides database images, we use very different 100
still images as test images.

We also use a normalized luminance histogram as an image descriptor whose
bin size B is 256. As an evaluation measure, we employ the speed-up ratio (SUR)
in terms of CPU running time, which is defined as follows:

SUR =
TESA

TCOMP
(5)

where TESA and TCOMP are the running time of ESA and the algorithm to
be compared with, respectively. For fair comparison, we examine the following
three kinds of SUR for 100 test images: average SUR (SURAV G), maximum
SUR (SURMAX), and minimum SUR (SURMAX).

CMSA is compared with two existing algorithms: the branch-and-bound
search algorithm [6] and a triangle inequality-based algorithm (TIA) [5]. Note
that all the three algorithms guarantee the same search accuracy as ESA. In
implementing TIA, we select 30 key images in random. The branch-and-bound
search algorithm is implemented by employing the same K-means clustering as
CMSA, instead of hierarchical clustering. In addition, an extreme case of K of
1 in CMSA is examined to show the effect of database clustering. Table 1 shows
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Table 1. SUR comparison of CMSA for various M ’s and K’s

Table 2. Percentages of the candidates that are examined at each level of CMSA

the comparison results for various K’s. Let’s check the case of a single best match
ahead. When K is set in the range of 500 to 1500, CMSA is about 40 times faster
than ESA on average, and is about 7.5 times faster than TIA on average, and
also about 5.4 times faster than the branch-and-bound search. This is because
the proposed algorithm employs an effective hybrid structure based on property
(1) and property (3). On the other hand, note that CMSA speeds down by about
65It is also noticed that SURMIN of CMSA is always higher than the SURMAX

of TIA.
Table 2 shows how many candidates are examined at each level of CMSA. The

percentage of the candidates examined at each level is employed as an evaluation
measure here. The percentage at level l is defined as follows:

pl
CMSA =

{
The number of candidates examined at level l

K+N , if K �= 1.
The number of candidates examined at level l

N , otherwise
(6)
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In the clustered database, since CMSA deals with K cluster centers addition-
ally during the search procedure, the denominator of pl

CMSA is to be K + N .
Table 2 shows that CMSA statistically examines the candidates of 0.1 percent at
the finest level when K=1500. In other words, the remaining candidates of 99.9
percent are eliminated at the coarser levels. Note that at coarser levels, pl

CMSA

is smaller in the clustered database than in a database without clustering. This
is the reason why CMSA provides high search speed in a clustered database.

4 Conclusions

This paper presented a fast exhaustive multi-resolution search algorithm. In the
case of producing a single best match, the proposed algorithm is about 40 times
faster than ESA, and is significantly faster than the existing algorithms. Even
when producing multiple best matches, the proposed algorithm still provides
remarkable speed performance. Although this paper only dealt with luminance
histogram as an image descriptor, other descriptors with multiple dimensions
can be also applied generally. Thus, the proposed algorithm is comprehensive
and prospective for fast exhaustive search in large multimedia databases.
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Abstract. We describe a robust watermarking technique for proving
ownership claims on 3D polygonal models. To make the proposed tech-
nique robust against a variety of attacks, a wavelet-based multiresolution
analysis is used for a polygonal mesh model. First, we generate the simple
mesh model and wavelet coefficient vectors by applying a multiresolution
analysis to a given mesh model. Then watermark embedding is processed
by perturbing the vertex of a chosen triangle mesh at a low resolution
according to the order of norms of wavelet coefficient vectors using a
look-up table. The watermark extraction procedure is to take the binary
digits from the embedded triangle mesh using a look-up table and the
similarity test between the embedded watermark and the extracted one is
followed. The experimental results show that the proposed method is re-
sistant to affine transformation such as scaling, translation and rotation
of a 3D mesh model, as well as noise attacks.

1 Introduction

Digital watermarking is a technique designed to hide information in the original
data for copyright protection or authentication of digital contents. Most of the
researches have been focused on the watermarking technique for digital text,
image, video, and sound signals up to now. Relatively, watermarking schemes for
3D models have been less concerned by researchers, since the existing techniques
are not easily adapted to the arbitrary surfaces. But recently, several researchers
have begun to have an interest about watermarking of 3D model as the 3D
graphical objects or models are becoming much important in many areas of
activity including digital cinematographys, virtual realitys as well as in CAD
designs.

In general, watermarking techniques for multimedia data can be grouped
into two categories; spatial domain methods and frequency domain methods.
In the spatial domain watermarking for 3D polygonal model, the pioneer work
has been conducted by Ohbuchi et al.[1]. They proposed several watermarking
algorithms for polygonal models including Triangle similarity quadratic (TSQ),
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Tetrahedral volume ratio (TVR) and a visible mesh-watermarking algorithm.
Benedens[2] subtly altered surface normal to embed watermark bits robust to
the innocuous attacks. Yeo and Yeung[3] used a hash function to generate the
cryptographic watermark signal and embed the watermark by perturbing the
coordinates of vertices forming a given polygonal model. On the other hand,
in the frequency domain watermarking method, Praun et al.[4] proposed the
most successful robust mesh-watermarking algorithm that generalized the spread
spectrum techniques to surfaces. Yin et al.[5] adopted Guskov’s multiresolution
signal processing method for meshes and used his 3D non-uniform relaxation
operator to construct a Burt-Adelson pyramid for the mesh, and then water-
mark information was embedded into a suitable coarser mesh. Kanai et al.[6]
used the wavelet transformation to obtain the multiresolution decomposition of
polygonal mesh, and then embedded the watermark into the large wavelet coef-
ficient vectors at various resolution levels of the multiresolution representation.
Finally, Ohbuchi et al.[7] employed the mesh spectral analysis to modify mesh
shapes in the transformed domain, and also Kohei et al.[8] computed the spec-
trum of the vertex series using the singular spectrum analysis for the trajectory
matrix derived from the vertices of 3D polygonal mesh, and then embedded the
watermark into the singular values given from spectrum analysis.

In this paper, we propose a new robust and blind watermarking algorithm
for given 3D polygonal models using the wavelet-based multiresolution analysis.
We employ the multiresolution analysis for a given polygonal model using the
subdivision method proposed by Eck et al.[9] and derive a simple mesh that is
topologically equivalent to the given polygonal mesh model as well as wavelet
coefficient vectors. Watermark embedding is processed by perturbing the vertex
of a chosen triangle mesh at a low resolution according to the order of norms
of wavelet coefficient vectors using a look-up table(LUT). On the other hand,
the watermark extraction procedure is to take the binary digits from the embed-
ded triangle mesh using an LUT and the similarity test between the embedded
watermark and the extracted one is followed.

The structure of this paper is organized as follows. In Sect. 2, we describe the
watermark embedding and extracting algorithm. Sect. 3 discusses the properties
of detector statistic and the experimental results are given in Sect. 4. Finally,
the conclusions are mentioned in Sect. 5.

2 Watermarking Algorithms for 3D Model

We propose a new watermarking technique to protect illegal copy of 3D polyg-
onal mesh models. The following block diagram shows the general structure for
our watermarking scheme. On the watermark embedding stage, our scheme first
conduct the multiresolution analysis for the original polygonal mesh by using
lazy wavelet transform and then determine a simple mesh and wavelet coeffi-
cient vectors. Next, we insert the watermark into the coordinate of a vertex
using an LUT. After that, we apply the inverse wavelet transform to the mod-
ified simple mesh and the unchanged wavelet coefficients vectors to construct
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the watermarked polygonal mesh. On the other hand, the order of extracting
the watermark is processed as a reverse manner with the embedding procedure
and the correlation test between the embedded watermark and extracted one is
followed to prove the ownership claims on the original polygonal mesh.

2.1 Watermark Embedding Procedure

Multiresolution analysis for 3D polygonal model. By applying wavelet
transform to original polygonal mesh, we derive both a simple mesh model and
wavelet coefficient vectors. If we conduct the multiresolution analysis using the
subdivision method for arbitrary 3D polygonal meshes at several times, we can
ultimately obtain a coarse mesh that is topologically equivalent to the given
polygonal mesh and a collection of wavelet coefficients. Here this model is called a
simple mesh or a base mesh. Fig. 1(a) shows the Venus model and Fig. 1(b) shows
the base mesh that was produced by applying Eck[9]’s algorithm for this model.

(a) (b)

Fig. 1. Multiresolution analysis about Venus model, (a) Venus model, (b) simple mesh
constructed by multiresolution analysis

Embedding step of the watermark into a coordinate of a mesh vertex.
We decompose the 3D polygon by using lazy wavelet transform and choose an
arbitrary triangle, tji at multiresolution level j with three wavelet coefficient
vectors, wj

i1, wj
i2, wj

i3 and three vertices a, b, c as shown in Fig. 2.
Next, we compute the sum of norms of three wavelet coefficient vectors and

sort all these sums with their magnitudes to insert the watermark into the vertex
of a triangle. Triangles are selected as the same number as watermark bits by
ordering the sums of norms from a simple mesh model and decide a vertex
in the selected triangle to embed a watermark. The fundamental idea in this
embedding procedure is to modify the vertex in the rugged region with large
wavelet coefficient vectors in order to avoid the perceptual visibility.

To embed the watermark, we need to construct an LUT using the information
extracted from the simple triangle mesh. First, we select an edge corresponding
to the wavelet coefficient vector having the largest norm. Then we draw the
straight line from the middle point of the selected edge to the opposite vertex
and compute the ratio of the length of the new straight line to the length of the
selected edge.

Ratio =
||c − 1

2 (a + b)||
||a − b|| (1)
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Fig. 2. A typical triangle selected from a simple mesh, (a) three wavelet coefficient
vectors, (b) geometrical diagram for watermark embedding

Next, we partition a distributed interval of all ratios computed from given trian-
gles into K subintervals (bin), and generate a sequence of binary random digits
composing with ”0” and ”1” seeded with a secret key. The LUT is constructed
as we allocate each digit to each bin one by one. After constructing the LUT, we
compute a ratio from a selected triangle and take a binary digit corresponding to
this ratio using the LUT. In addition, we take a binary digit of a watermark us-
ing the computed location index. Finally, we compare two binary digits and then
if two digits are equal, we don’t have any change about the vertex coordinate.
But if two digits are not equal, we select the nearest neighboring subinterval so
that the digit of the LUT equals to the watermark digit. The new ratio coming
from the selected subinterval is then used to move the vertex coordinate c up
and down.

2.2 Watermark Extraction Procedure

To extract an embedded watermark from a 3D polygonal mesh, we first apply
the wavelet transform to the observed mesh and then generate the watermarked
simple mesh and a collection of wavelet coefficient vectors. Second, we choose
an arbitrary triangle from simple mesh model, and then compute the sum of
norms of three wavelet coefficient vectors related with the triangle. After ordering
the sums of norms according to their magnitudes we select the triangle with
the embedded vertex and compute a ratio of the height to the length of the
bottom edge of a selected triangle. Now we can restore the watermark by picking
up a binary digit from the LUT corresponding to the computed ratio. Finally,
we compute the correlation statistic between the original watermark and the
restored watermark to verify the illegal copy of 3D polygon mesh.

3 Watermark Detection Using Statistical Measure

For the copyright protection on 3D polygonal model the statistical approaches
are widespread. Here we will use a statistical similarity measure between the ex-
tracted watermark and the embedded watermark. First, we define the Bernoulli
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variables using two kinds of watermarks as the following manner. Suppose that
random variable, W ∗

i is the watermark signal extracted from watermarked polyg-
onal model and random variable, Wi is the embedded watermark. If two random
variables are equal, then the variable Xi takes a value, ”1.” Otherwise, this takes
a value ”0.” Then this variable becomes the Bernoulli variable that the success
probability is given as:

p = P (Xi = 1) = P (Wi = W ∗
i ). (2)

Hence, if we use the N Bernoullii variables derived from each ratio, we can obtain
the following detector statistics.

p̂ =
1
N

N∑
i=1

Xi. (3)

Then, this statistic is a sample proportion of watermark detection probability.
Thus, we can verify the ownership of 3D polygonal model using the sample
statistic properties. In order to verify this problem statistically, we first define
the two kinds of hypotheses.

H0: The host media does not contain the claimed watermark: W ∗
i = Ni

H1: The host media contains the claimed watermark:W ∗
i = Wi + Ni

where Ni is binary noise.
Here, if the null hypothesis is true, then the expectation and variance of

detector statistic are given by

μH0 = E(p̂) = E[ 1
N

∑N
i=1 Xi] = p0

σ2
H0

= V (p̂) = V [ 1
N

∑N
i=1 Xi] = p0(1−p0)

N .
(4)

Then, under the null hypothesis, the success probability is given by

p0 = P (Wi = W ∗
i ) = P (Wi = Ni)

= P (Wi = 0, Ni = 0) + P (Wi = 1, Ni = 1)
= P (Wi = 0)P (Ni = 0) + P (Wi = 1)P (Ni = 1) = 1

2

(5)

Here, the third equality will be hold because of independency of two kinds of
watermarks. On the other hand, if the alternative hypothesis is true, then the
expectation and variance of detector statistic are given as different form.

μH1 = E(p̂) = E[ 1
N

∑N
i=1 Xi] = p1

σ2
H1

= V (p̂) = V [ 1
N

∑N
i=1 Xi] = p1(1−p1)

N .
(6)

Then, under the alternative hypothesis, the success probability is given by

p1 = P (Wi = W ∗
i ) = P (Wi = Wi + Ni)

= P (Wi = 0, Wi + Ni = 0) + P (Wi = 1, Wi + Ni = 1)
= P (Wi = 0)P (Wi + Ni = 0|Wi = 0) + P (Wi = 1)P (Wi + Ni = 1|Wi = 1)
= 1

2 + fn(·)
(7)
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where fn(·) is a function of a relative ratio of an original bin length to a reduced
bin length due to the noise addition. For example, suppose a length of bin is
equal to L and if a α% noise is inserted into the triangle mesh, then a variation
of bin length is l = L × 0.1α and the probability that a watermark may be
changed is given by 2l

L . So, the probability which doesn’t change is 1 − ( 2l
L ) and

fn(·) is proportional to (L−2l)
2L . And also, if we use the central limit theorem for a

sample proportion, the distribution of detector statistic is approximated with the
normal distribution under null hypothesis as well as the alternative hypothesis.
So, the detecting probability of the true watermark which is rejection of null
hypothesis is given by

DP = P (
p̂ − p0√
p0(1−p0)

N

≥ c). (8)

And the missing probability which doesn’t detect the true watermark is given as

MP = P (
p̂ − p1√
p1(1−p1)

N

≤ c). (9)

Hence, we have to find the critical value, c which both can make the detecting
probability as big as possible but also the missing probability as small as possible.

4 Experimental Results

We have applied our algorithm to the 3D Venus model as shown in Fig. 1(a).
This model consists of 33,537 vertices and 67,072 faces. Then this model is de-
composed into both a simple mesh and wavelet coefficient vectors for a multireso-
lution analysis by using the lazy wavelet 4–to–1 subdivision scheme. That is, the
polygon mesh has the mesh topology which fits to 4–to–1 subdivision scheme.
The two level decomposition yields the simple mesh model with approximately
2,097 vertices. After ordering the sums of the norms of wavelet coefficients vec-
tors, 200 binary digits generated by random sequence are embedded into 2,098
vertices with 4,192 faces. Fig. 3(a) shows the reconstructed watermarked polygon
mesh after embedding watermarks to the selected 200 faces of the simple mesh.
It can be observed that the watermarked polygon mesh is imperceptible after
embedding the watermark into the vertices in the rugged region. Fig. 3(b)–(d)
show the watermarked mesh after applying Gaussian distributed noise of vari-
ance ν = 0.3% per coordinate, after applying 50% scaling, and after applying
rotation operation.

We have tested the embedded key and 99 random keys for the watermarked
Venus model with the normalizing correlation results as Fig. 4. The detector
yielded the maximum correlation value for the correct key and the correlation
values decreased for the use of wrong keys. We also investigated the effect of the
noise attack and the affine transformation on the watermarked model, and the
correlation result of the false alarm condition. Fig. 5 shows the distribution of
correlation for 500 tests. It is obvious that the proposed technique has shown to
be robust to the affine transformation and noise attacks by selecting the proper
threshold value.
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(a) (b) (c) (d)

Fig. 3. (a) The watermarked Venus model, (b) the noisy watermarked model, (c) 50%
scaled watermarked model, and (d) rotated watermarked model

Fig. 4. Test results for 100 random keys

Fig. 5. Distribution of the probability of false alarm and the detecting probability for
an attacked model
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5 Conclusion

In this paper, we proposed the robust watermarking technique for 3D polygonal
mesh model. Our method is based on the multiresolution analysis for arbitrary
3D polygon using wavelet transform. The proposed algorithm employs a wavelet-
based multiresolution analysis to convert the original polygonal mesh model into
a simplified mesh model and wavelet coefficient vectors. We select vertices from
the simplified mesh model according to the order of sums of wavelet coefficient
norms and insert watermarks into them using a look-up table. The perceptual
invisibility of the proposed technique is provided by embedding the watermark
into the rugged region with large wavelet coefficient vectors and the invariance
to the affine transformation is provided by employing the invariant properties of
both the norm of wavelet coefficient vectors and a ratio of two lengths between
the selected vertices. The experimental results have showed that the proposed
technique can be a powerful copyright protection method of 3D polygonal meshes
by surviving to the innocuous attacks and noise attacks.
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Abstract. As the amount of digitalized contents increases rapidly, ‘se-
curity’ necessarily arises as one of the most important issues. The main
distribution channel of digital contents is Internet which is very easily
accessible. Therefore content protection becomes a major issue as impor-
tant as data coding techniques. In recent years, many developers have
studied techniques that allow only authorized person to access contents.
Among them, scrambling is one of well-known security techniques. In
this paper, we propose a simple and effective digital video scrambling
method which utilizes the intra block properties of a recent video coding
technique, H.264. In addition to its simplicity, the proposed method does
not cause bit rate increase after scrambling.

1 Introduction

As digital contents have been widely produced, security of multimedia data is
highly required. By its nature, the feature that one can easily copy and distribute
digital content has been believed to be advantageous for a while; however, it is no
longer just “advantageous” in these days. Especially digital video sequences are
widely distributed through non-private channel such as satellite links, cable tele-
vision networks, wireless networks, and the Internet. Accordingly, video content
providers demand more secure but simple techniques such as video scrambling.
In general, video scrambling is a well-known analog technique that protects ca-
ble television signal from unauthorized user. In this paper, the main concept of
scrambling is translated into the digital form of video signals, and digital video
scrambling techniques applicable to MPEG-1, 2, 4 have been proposed. A digital
video scrambling method distorts video signal as much as one can barely recog-
nize original one. Only an authorized receiver who has ‘key’ or a descrambler can
properly restore the original video signal. There is an additional purpose that an
unauthorized receiver decodes incorrectly a scrambled video sequence. Despite
distorted visual quality, one can still recognize important objects such as actor’s
movement which stimulates an unauthorized viewer’s interest. In recent years,
many researchers have proposed various different scrambling techniques [1]- [5].

The motion vector scrambling method utilizes CBP (Coded Block Pattern)
information and motion vectors [5]. In inter frame coding, VLC code of the given
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motion vector is changed in accordance to the value of CBP modula 33. However,
it has main disadvantage of increased bit rate of scrambled video.

Another existing scrambling method utilizes frequency domain such as
wavelet or DCT [1]. There are many wavelet transform-based scrambling tech-
niques such as selective bit scrambling, block shuffling, block rotation, etc., how-
ever, most of video coding methods such as MPEG-1, 2, 4, and H.264 do not
adopt wavelet transform process. As a result, an additional wavelet transform
process is required to scramble and descramble video sequences, and these meth-
ods have the same drawback of increased bit rate after scrambling. There are also
many scrambling techniques based on 8x8 DCT transform. Those are DCT co-
efficient scrambling, motion vector scrambling, sign encryption, and so on. Most
of these techniques also increase the bit rate of video sequence like other exist-
ing techniques [2]. Among them, the sign encryption [1] is one which does not
increase bit rate, however, computational overheads are considerably increased.
Since it changes the sign of every DCT coefficient, coding complexity is increased
by up to about 15-20% [1]. Therefore we can conclude that both bit rate increase
and complexity are the major problems of video scrambling techniques. Under
the constraints, we propose a new scrambling method utilizing an intra block
coding scheme. The proposed method satisfies its original purpose that it distorts
visual quality but still provides minimal information which can induce interest
of unauthorized receiver at the same time. However the proposed technique does
not increase bit rate, and it is efficient and easy to implement. Also, there is
little increase of complexity increases. Therefore it will be an attractive method
on providing digital video.

The proposed method is described in Section 2, and its experimental results
are shown in Section 3. Then we summarize the whole procedure and draw
conclusion in Section 4.

2 Proposed Scrambling Method

The H.264 video coding standard employs intra prediction technique in order
to remove spatial redundancies within intra frame. To decide the best intra
prediction, it calculates SAD (Sum of Absolute Difference) as prediction error
along specified directions, and a mode that has the smallest error is decided as
the chosen intra prediction mode. After calculating the intra prediction mode,
prediction residual values are obtained by subtracting the pixel values of selected
prediction mode from current block. Then both the residual values and the
prediction mode are transmitted to entropy encoder. Since video sequences can
be easily distorted by modification of the prediction mode, the intra prediction
mode is our main target for easy video scrambling. Accordingly the proposed
scrambling method is based on intra block coding. In addition to the simple
modification of intra block, another reason of considering only intra block is the
effect of error propagation. The first frame of every video sequence is encoded
with the intra coding technique and following inter frames refer the intra frame
during inter coding. Therefore if we scramble only intra frame, inter frames
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undergo distortion propagated from the scrambled intra frame. Due to this error
propagation, we don’t have to scramble every inter frame.

The Intra coding scheme in H.264 has two cases: The Intra 4x4 and the Intra
16x16.

In case of the Intra 4x4, the size of unit block is 4x4 and there are 9 directions
of intra prediction mode. Since the 4x4 prediction modes consist of 9 cases, at
least 4 bits are required to encode the selected mode correctly. However, only 3
bits are used by utilization of a flag bit. It is called ‘prev intra4x4 pred mode’.
If the prediction mode of current block is equal to minimum prediction mode of
its two neighboring upper and left blocks, the flag bit is set to ‘1’. Otherwise, the
flag bit is set to ‘0’. By signaling the flag bit, we can exclude one mode which
is equal to the minimum value from 9 modes. Therefore only 8 modes are to
be encoded, which means only 3 bits are enough to represent every mode. Thus
Intra 4x4 prediction mode is encoded with 3 bits fixed length code.

In the Intra 4x4 prediction, every prediction mode is calculated with neigh-
boring upper or left block of current block. For instance, if only upper block
is available, then ‘horizontal’, ‘diagonal down/right’, ‘vertical right’, ‘diagonal
down/left’, and ‘horizontal up’ modes can be chosen. Therefore, in case that
either upper or left block is not available to current block, the number of avail-
able mode can be reduced. However, the proposed scramble method modifies
prediction modes only when both neighboring blocks are available. Since both
blocks are available in most cases, it is enough to scramble video sequence, and
the consideration of neighboring block increases its complexity. However, if more
visual distortion is required, it is also possible to consider every case of existing
block such as ‘both available’, ‘only upper available’, ‘only left available’, and
‘both unavailable’.

When the flag bit is ‘1’, the encoder does not send the prediction mode and
no scrambling is done in this case, but when the flag bit is ‘0’, intra prediction
modes are modified. For scrambling, pseudo random sequence is generated by a
given specific key. If the flag bit is “1”, 3 bits are read from the pseudo random
sequence. And then we obtain new prediction mode with following equation.

Modenew = Modeorg ⊕ 3 bits random sequence , (1)

where ⊕ is XOR (exclusive-or) operator. Since the length of Modenew and the
original prediction mode are the same, there is no bit rate increase after the
proposed scrambling procedure. In addition, the exclusive-or operator is very
simple to implement, and complexity of the operator is trivial.

Similarly in case of Intra 16x16, the size of unit block is 16x16 and there are
4 intra prediction modes. However, Intra 16x16 prediction modes are encoded in
a different way from the Intra 4x4 case. In H.264 standard, the 16x16 prediction
modes are encoded as variable length code instead of fixed length code. Moreover
the Intra 16x16 prediction modes are jointly coded with luma and chroma CBP
(Coded Block Pattern) values. Accordingly, the VLC table is utilized to encode
the Intra 16x16 prediction mode. Since luma and chroma CBP is jointly coded
with the prediction mode, the Intra 16x16 prediction modes can not be modified
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in the same way as Intra 4x4 are. When they are to be modified, the CBP values
should not be changed; otherwise video sequences can not be decoded properly.
Also bit rate should be preserved after scrambling. A simple way to satisfy these
conditions is to find a pair of possible exchanging modes. For example, mode 0
and mode 1 in the VLC table shown in Table 1 constitutes a pair. Mode 2 and
mode 3 is the other pair, and so on. Thus in case of the Intra 16x16, only one
bit is required from the pseudo random sequence. If the bit is 1, then the parity
bit of prediction mode is changed. Otherwise, the original prediction mode is
not changed. This means that the mode is modified to its pair mode only when
pseudo random sequence is 1. As one can see in Table 1, even though we change
a mode to its pair mode, CBP values remain unchanged. Beside, the code length
of the new mode and the original mode is the same. For example, since the pair
of mode 1 is mode 0, when the pseudo random bit is 1 and the original mode is 0,
mode 0 is modified to mode 1. Whatever the macroblcok type is, it is apparent
that CBP value and the code length of both new mode and original mode are
not changed as can be confirmed in Table 1.

Table 1. VLC table for Intra 16x16 prediction mode

mb type Name of Intra16x16 CodedBlock CodedBlock Code Pair

mb type PredMode PatternChroma PatternLuma Legth Number

1 I 16x16 0 0 0 0 0 0 3 0

2 I 16x16 1 0 0 1 0 0 3 0

3 I 16x16 2 0 0 2 0 0 5 1

4 I 16x16 3 0 0 3 0 0 5 1

5 I 16x16 0 1 0 0 1 0 5 2

6 I 16x16 1 1 0 1 1 0 5 2

7 I 16x16 2 1 0 2 1 0 7 3

8 I 16x16 3 1 0 3 1 0 7 3

9 I 16x16 0 2 0 0 2 0 7 4

10 I 16x16 1 2 0 1 2 0 7 4
...

...
...

...
...

...
...

Since only the parity bit of a prediction mode is changed, there is no increase
of complexity. And when the generated pseudo random sequence exhausted, we
circulate the sequence to the first bit, which means that we read the required
bits again from the beginning of the sequence.

De-scrambling procedure is similar to the scrambling procedures. In case of
the Intra 4x4, 3 bits are read from the given pseudo random sequence. Authorized
receivers are supposed to have the same ‘key’ used by the scrambling procedure,
therefore they can generate the pseudo random sequence. After reading 3 bits
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from the pseudo random sequence, the original video can be reconstructed with
exclusive-or operation. This is as follows.

Modeorg = Modenew ⊕ 3 bits random sequence (2)

The property of exclusive-or operator guarantees that original prediction mode
is properly obtained.

In case of the Intra 16x16, 1 bit is read from the pseudo random sequence.
If the bit is 1, then is reverted the parity bit of received mode. ‘The bit is 1’
means that transmitter modifies an original mode to its pair mode. Therefore,
we convert a received mode to its pair again. When the read bit is 0, we use a
received mode as prediction mode. Consequently, only the authorized receiver
with proper seed can reconstruct a scrambled video sequence, which is the same
as the case of Intra 4x4. Similarly there are no increase in the size of bitstream
and complexity. Scrambling and de-scrambling pseudo-codes are as follows.

Scrambling Pseudo-code

switch (Intra mode)
case intra 4x4:

if prev_intra4x4_pred_mode != 1
read 3 bits from pseudo random sequence
new_mode = original_mode XOR 3_bits

else
new_mode = original_mode

transmit new mode
case intra 16x16:

read 1 bit from pseudo random sequence
if the bit == 1

change parity bit of original mode
transmit the mode

De-scrambling Pseudo-code

switch (Intra mode)
case intra 4x4:

if prev_intra4x4_pred_mode != 1
read 3 bits from pseudo random sequence
original_mode = received_mode XOR 3_bits

case intra 16x16:
read 1 bit from pseudo random sequence
if the bit == 1

change parity bit of received mode
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3 Experimental Results

For the simulation of the proposed video scrambling, well-known sequences such
as ‘paris’, ‘mother and daughter’, and ‘foreman’ sequences are used. The size of
these sequences is CIF. Note that ‘Foreman’ sequence has camera panning, there-
fore, it hse only small number of intra blocks in inter frames. ‘Paris’ and ‘mother
and daughter’ sequences contain complex and simple background, respectively.
Since these backgrounds do not have motions, it remains as it is scrambled. All
sequences are simulated with H.264 reference software JM (Joint Model) 8.1a
under the baseline profile. Only the first frame of each sequence is encoded as
Intra frame.

The scrambled sequences of the proposed method are shown in Fig. 1. For
the comparison of intra and inter frames, the first frame and the 100th frame are
shown. All blocks in the first frame is scrambled. All other fames are encoded
as inter frame. Therefore, only small number of intra blocks in the inter frames
are scrambled. Thus inter frames are affected only by error propagation from
the scrambled intra blocks mostly at the first intra frame. The effect of error
propagation works as similar as the scrambling effect. This can be observed
from Fig. 1 (b), (d), and (f).

4 Conclusion

We proposed a scrambling method using intra prediction mode in H.264. The
proposed method is designed to scramble only the intra blocks, therefore there
is no direct scrambling in inter blocks. The second inter frame, however, refers
to scrambled intra blocks in the first frame as referencem. Therefore the second
frame can not be reconstructed correctly. In the same manner, following suc-
cessive frames refer to distorted blocks in their previous frames. Thus, scram-
bling errors of intra blocks are propagated through video sequence. As a result,
we can obtain scrambling effects as much as intra blocks without direct inter
scrambling. Therefore we can reduce computational overheads considerably in
contrast to other scrambling methods that modify both intra and inter blocks.
In addition, bit rate is not increased at all.

The idea of our method is the simple modification of intra prediction mode
without bit overheads, and is verified with H.264 video coding scheme. However
this concept can be applied to other video coding schemes that adopt similar
intra prediction techniques.

The purpose of scrambling is to allow only authorized receiver to access
the original video sequence. The proposed method achieves the goal without
bit overheads. For correct descrambling, a pre-defined key is delivered to the
authorized receiver. With the proposed method, video sequence is not totally
distorted, which makes unauthorized receivers are still capable of recognizing
slight movements which stimulate the interest of unauthorized receivers from
scrambled sequences.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. The first and 100th decoded frames using the proposed scrambling method: (a)
the first frame of ‘foreman’ sequence, (b) 100th frame of ‘foreman’ sequence, (c) the
first frame of ‘paris’ sequence, (d) 100th frame of ‘paris’ sequence, (e) the first frame
of ‘mother and daughter’ sequence, (f) 100th frame of ‘mother and daughter’ sequence
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Abstract. Embedding sinusoidal signals or tiles patterns into image in
the spatial domain to form some peaks is an effective technique for ge-
ometric invariant image watermark detection. However, there are two
drawbacks in these spatial domain based schemes: one is poor picture
quality of resulting watermarked image and the other is weak peaks visi-
bility which is hard to detect. The previous works suffer from requiring a
very strong watermark embedding to ease re-synchronization peaks find-
ing, which in turn leads to a poorly watermarked image. To overcome this
problem, we explore embedding sinusoidal signals individually in each of
the selected sub-bands of dual-tree complex wavelet transform domain
(DT-CWT), and then detecting the re-synchronization peaks by using
the accumulated embedding sub-bands. Experimental results demon-
strate that by adopting our approach, the resulting re-synchronization
peaks are robust to rotation, scaling and translation attacks while pre-
serving the visual quality of the watermarked image, thereby resolve the
unavoidable dilemma faced by the other schemes.

1 Introduction

Watermarking is a technique to hide data or information imperceptibly within
image, audio or video so that valuable contents can be protected. Though
progress of watermark embedding / detection techniques has been continuously
made through active devotion by many researchers, the attack counterpart in-
creases in the mean time. There exists no sole watermark solution resistant to all
types of attacks. Among many types of attacks, geometric attack remains one of
the most challenging and unsolved problem, and more and more algorithms are
devoted to combating geometric attacks. There are primarily two main categories
of watermarking techniques for resolving geometric attacks in the literature: one
approach is by using invariant features, and the other approach is by adopt-
ing re-synchronization template. For re-synchronization approach [1, 2], Kutter

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 394–401, 2004.
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[1] embeds the self-reference pattern several times at horizontally and vertically
shifted locations for recovering affine transformations. Fleet and Heeger [2] em-
beds sinusoidal signals into color image instead grey one to avoid artifact of
watermarked image.

It is well recognized that the conventional discrete wavelet transform (DWT)
is not suitable for geometric invariant watermark detection due to their lacking of
shift-invariance property. Kingsbury [3] proposed the dual-tree complex wavelet
transform (DT-CWT) which has both the advantages of being approximately
shift-invariant and having additional directionalities (+15, +45, +75, -15, -45
and -75) compared to 3 directionalities (H, V, D) for traditional DWT. There
are many successful applications by using DT-CWT, such as motion estimation
[4], texture classification [5] and de-noising [6] for image or video applications.
Although Loo and Kingsbury [7] had some works on DT-CWT watermarking,
however none of their works dealt with the re-synchronization watermark embed-
ding / detection; instead they use the original image to assist geometric invariant
watermark detection.

The goal of this paper is aiming at improving the robustness of re–
synchronization peaks while preserving the picture quality of watermarked im-
age. Section 2 discusses the proposed watermark re-synchronization embedding
/ detection algorithm. In section 3 experimental results are presented and ana-
lyzed. Finally, in section 4 conclusions as well as future work are given.

2 Proposed Algorithm

The main idea of the proposed scheme in Fig. 1(a) and (b) is to choose the
robust DT-CWT sub-bands for embedding which will maximize the detection
response peaks while preserving the visual quality of watermarked image at the
same time. In the embedding process in Fig. 1(a), the original image first goes
through 2-level DT-CWT decomposed into 14-subbands (Fig. 2). Sub-bands of
each level are then grouped into two sub-images (D1: +15, +45 and +75, D2: -15,
-45 and -75) based on their directionalities. In our preliminary implementation,
only level-2 sub-images are considered for watermarking. The sub-bands of D1
and D2 are chosen to be modulated individually with the watermark pattern, and
then are inverse-transformed to obtain the watermarked image. Depending on
the respective detection robustness and the visual quality of watermarked image,
one group of the sub-bands (either out of D1 or out of D2) will be eventually
selected for embedding. In the detection process in Fig. 1(b), the attacked image
first goes through 2-level DT-CWT decompositions, the sub-bands chosen out
of D1 and D2 are then accumulated for peaks detection.

2.1 Sinusoidal Signals as Watermark Pattern

The watermark W consists of three sinusoidal signals, with frequency 16 cycles
per unit length along x-axis, 32 cycles per unit length along y-axis, and 16/32
cycles per unit length along x/y axis. Fig. 3 shows the sinusoidal watermark
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Original Image I

DT-CWT 
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DT-CWT:  Dual-Tree Complex Wavelet Transform 

IDT-CWT: Inverse Dual-Tree Complex Wavelet Transform
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Attacked Image I”
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Fig. 1. (a) The flow of proposed watermark embedding scheme, (b) The flow of pro-
posed watermark detection scheme.

Fig. 2. 2-levels of DT-CWT decomposition
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(a) (b)

Fig. 3. The sinusoidal watermark pattern and its peaks response in the frequency
domain: (a) Sinusoidal watermark pattern (b) Peaks response

pattern and its peak response in the frequency domain. Ideally there should be
totally 6 peaks (except for the center point) for these three sinusoidal signals,
with 2 peaks for each sinusoid due to its symmetry in the frequency domain.

2.2 Watermark Embedding

The embedding algorithm consists of the following steps:

1) The original image I is decomposed into 14-subbands using the 2-level DT-
CWT.

2) The sub-bands of each level are then grouped into two sub-images (D1 and
D2) based on their directionalities.

3) The sub-bands of D1 and D2 are chosen to be modulated individually with
the watermark pattern W, and then are inverse-transformed to obtain the wa-
termarked image Iw’.

4) Depending on their detection robustness and the visual quality of water-
marked image, either sub-bands of D1 or D2 are eventually selected for embed-
ding.

2.3 Watermark Detection

The detection algorithm consists of the following steps:

1) The attacked image I” (being attacked from Iw’) is decomposed into 14-
subbands using the 2-level DT-CWT.
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2) The sub-bands of each level are then grouped into two sub-images (D1 and
D2) based on their directionalities.

3) The sub-bands of D1 and D2 are then accumulated for peaks detection.

3 Experimental Results

To evaluate the effectiveness of the proposed method, three standard test im-
ages of size 256 x 256 including ”Lena”, ”Barbara” and ”Boat” are utilized as
host signals to embed sinusoidal watermark patterns. To save space for the pub-
lication, only the results of ”Lena” image are shown here, other images show
the similar results as well. Main issues regarding performance evaluation of the
proposed method are discussed in the following.

The traditional spatial domain based scheme requires a very strong water-
mark embedding to ease re-synchronization peaks finding, which in turn leads
to a poorly watermarked image. Figure 4 shows the watermarked image with
PSNR 26.37dB and its corresponding peaks response. Note that the distortion
caused by such strong embedding is quite visually significant.

(a) (b)

Fig. 4. Watermarked image (PSNR 26.37dB) and its peaks response in the frequency
domain of conventional scheme: (a) Watermarked image (b) Peaks response

For the fairness of comparison, the weighting parameter of watermark
strength of our proposed approach is adapted to obtain the similar PSNR values
(about 40dB) as that of the conventional spatial domain based scheme. Fig-
ure 5(a) and (b) show the watermarked image by adopting our proposed scheme
and conventional one respectively, and their corresponding peak responses are
shown in Fig. 6(a) and (b). We can see that the picture quality is very good
for our scheme. However, there exists some small pattern artifact in the case of
conventional scheme. The visibility of 6 peak responses is rather conspicuous for
our proposed scheme. However, we cannot distinguish the 6 peak responses for
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(a) (b)

Fig. 5. For the fairness of comparison, the watermarked images are adapted to obtain
the similar PSNR values to test the robustness of peaks response: (a) Watermarked
image of proposed scheme (PSNR 40.5 dB) (b) Watermarked image of conventional
scheme (PSNR 40.3 dB)

(a) (b)

Fig. 6. The peak responses of our proposed scheme show far better effect than the
approach of the conventional one: (a) Proposed scheme (b) Conventional scheme

conventional scheme. It is evident that our proposed scheme is superior to the
approach of the conventional one.

To test the robustness of rotation, scaling and translation (RST), the water-
marked image is manipulated with various combinations of RST transformations
to generate attacked images. The peak responses are still visible under these
various RST attacks of our proposed scheme. Figure 7 shows one of the image
attacked by combinations of rotation 30◦, scaling 1.8 and translation (20, 10).
We can see from Fig. 8 that the 6 peak responses of our proposed scheme are ro-
tated, scaled and translated by the same amounts as that of the attacked image.
Our proposed scheme performs still far better than those of the conventional
one.
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Fig. 7. Image attacked by combinations of rotation 30 ◦ , scaling 1.8 and translation
(20, 10)

(a) (b)

Fig. 8. In the case of attack by combinations of RST, the peak responses of our pro-
posed scheme still perform far better than those of the conventional one: : (a) Proposed
scheme (b) Conventional scheme

4 Conclusion

We propose in this paper a new approach for geometric invariant watermarking
technique by embedding sinusoidal signals individually in each of the selected
sub-bands of dual-tree complex wavelet domain (DT-CWT), and then detecting
the re-synchronization peaks by using the accumulated embedding sub-bands.
The main contributions of the proposed scheme are: (1) exploring the feasibility
of taking DT-CWT as transform domain for watermark re-synchronization; (2)
finding a viable choice for the robust DT-CWT sub-bands for embedding which
will maximize the detection response peaks while preserving the visual quality
of watermarked image. Experimental results demonstrate that by adopting our
approach, the resulting re-synchronization peaks are robust to rotation, scaling
and translation attacks while preserving the visual quality of the watermarked
image, thereby resolve the unavoidable dilemma faced by the other schemes.
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In the future, we expect to see more than 2-level decomposition of DT-CWT
being employed, in which case the analysis of robust sub-bands for embedding
will become increasingly complicated. On the other hand, further improvement
could be made on the peaks finding algorithm to systematically find out the
peaks location, so that real watermark payload (other than re-synchronization
watermark patterns) embedding / detection could be achieved.
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Council under grant 93-2219-E-009-018.
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Abstract. In undeniable signature scheme, the digital signature can be
verified and disavowed only with cooperation of the signer. Digital wa-
termarks have been proposed as the means for copyright protection of
multimedia data. Some one can provide counterfeited watermark which
can be performed on a watermarked multimedia contents to allow mul-
tiple claims of rightful ownerships. The confirmer of a watermark wants
to make sure that only the intended verifier can be convinced about the
validity of the watermark. Undeniable signature scheme is suited to this
application since the signature cannot be verified without cooperation of
the signer. Existing copyright protection schemes are mainly focused on
protection of single owner’s copyright. In case that digital multimedia
contents is made by co-workers, a joint copyright protection scheme is
needed to provide equal right to them. In this study, we propose the
undeniable multi-signature scheme. The multi-signature can be verified
and disavowed only in cooperation with all signers. The proposed scheme
satisfies the undeniable property and it is secure against active attacks
such as modification and denial of the multi-signature by signers. We also
discuss how to make joint copyright on digital contents and fair on-line
sales of this copyrighted contents.

1 Introduction

An undeniable digital signature scheme is proposed by D.Chaum at first[3]. In the
undeniable signature scheme, the digital signature can be verified and disavowed
only with cooperation of the signer. There are many applications which an ordi-
nary digital signature scheme can not be applied to[3,7,8]. A signed confidential
document of a company can be copied and delivered to a rival company. If a
conventional signature scheme is used to sign the document, it can be confirmed
as authentic by verifying the signature without help of the signer. Therefore, if
the company doesn’t want the document to be verified as authentic by the rival
company, it is recommended to use the undeniable signature scheme in which
the signer can choose the verifier for signature confirmation.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 402–409, 2004.
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A digital watermark is a signature added to digital data such that it could
be used to uniquely establish ownership and to check if the data has been tam-
pered with[9,10]. It has been proposed as the means for protection of copyright
on multimedia contents. However, there are some problems in existing digital
copyright protection mechanism as some one can provide counterfeited water-
mark which can be performed on a watermarked multimedia contents to allow
multiple claims of rightful ownerships. In this case, the confirmer of a watermark
wants to make sure that only the intended verifier can confirm the validity of
the watermark.

The digital watermark generated by undeniable signature scheme differ from
ordinary digital watermark in that the verifier can not distinguish whether this
watermark is valid or not. Only the original watermarker can confirm it as au-
thentic to the verifier.

Existing copyright protection mechanisms are mainly focused on protection
of single author’s copyright. Generally, the digital multimedia contents is made
by many authors. In this case, joint copyright protection scheme is needed to
provide equal right to them. In application that requires multiple authors and a
designated verifier, an algorithm for undeniable multi-signature is needed.

In this study, the undeniable digital multi-signature scheme is proposed. The
multi-signature can not be verified without cooperation of all signers. The pro-
posed scheme satisfies undeniable property and it is secure against active attacks
such as modification and denial of the multi-signature by signers. It also can be
applied to protection of joint copyright on digital contents. In case of dispute
between authors, the proposed scheme can resolve it by launching disavowal
protocol to identify whether authors have cheated.

In section 2, the related work of our research is described. The proposed unde-
niable multi-signature scheme is presented in section 3 and undeniable property
of our scheme is analyzed in section 4. In section 5, undeniable joint copyright
protection scheme is discussed. Conclusion and future works are in section 6.

2 Related Works

In this section, we review existing signature schemes those concepts and proper-
ties are used to design the proposed scheme. The D.Chaum’s undeniable signa-
ture scheme[3] and the El-Gamal signature scheme[2] are described. The security
of these schemes are based on the difficulty of solving discrete logarithms over
GF (p)[1, 2].

The D.Chaum’s undeniable signature scheme consists of signature genera-
tion protocol, signature confirmation protocol and disavowal protocol. A Cryp-
tographically secure galois field GF (p) is defined in definition 1.

Definition 1 If the following properties holds, it’s computationally infeasible to
solve discrete logarithms over galois field GF (p).
1) p − 1 has large prime factor q.
2) Gq is the subgroup of GF (p) having order q
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2.1 D. Chaum’s Undeniable Signature Scheme [3]

The signer randomly chooses private key x in Zq−1 and computes public key
y ≡ gx (mod p). g is a generator of Gq.
(1) Signature generation protocol
Step 1: The signer computes the undeniable signature z ≡ mx (mod p) on the
message m in Gq.
Step 2: The signer sends (m, z) to the verifier.
(2) Signature confirmation protocol
Step 1: The verifier chooses two random numbers (a, b) in Zq and computes the
challenge w ≡ zayb (mod p). The verifier sends w to the signer.
Step 2: The signer computes the response R ≡ wx−1

(mod p) and sends it to the
verifier.
Step 3: The verifier computes magb (mod p). If it is equal to R, then the signa-
ture z is valid. Otherwise, the following disavowal protocol is needed to identify
whether the signature z is invalid or the signer has cheated.
(3) Disavowal protocol
The verifier chooses c, d in Zq and computes the second challenge w′ ≡
zcyd (mod p). The signer computes the second response R′ ≡ w′x−1

(mod p).
Then the verifier computes the following discrimination equation.

(R · g−b)c ≡ (R′ · g−d)a (mod p) : invalid signature

(R · g−b)c �= (R′ · g−d)a (mod p) : denial by the signer

2.2 El-Gamal Digital Signature Scheme [2]

The signer chooses private key x in Zp−1 and computes public key y ≡
gx (mod p).
(1) Signature generation protocol
Step 1: The signer chooses a random number k in Zp−1. k and p−1 are relatively
prime integers.
Step 2: The signer computes the signature (r, s) on the message m as follows
and sends (m, r, s) to the verifier.

r ≡ gk (mod p), m ≡ x · r + k · s (mod p − 1), m ∈ Zp−1

(2) Signature confirmation protocol
If gm ≡ yr · rs (mod p), the verifier confirms that the signature (r, s) is valid.

3 The Proposed Scheme

The proposed scheme consists of multi-signature generation protocol, multi-
signature confirmation protocol and disavowal protocol. The multi-signature can
not be verified without cooperation of all signers in the proposed scheme. The
following parameters are used in the proposed scheme. Cryptographically secure
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GF(p) is defined in definition 1.
Signers: u1, u2, . . . , un Message: m Hash function: h
Signer i’s private key: xi ∈ Zp−1, 1 ≤ i ≤ n,
Signer i’s public key: yi ≡ gxi (mod p), 1 ≤ i ≤ n

3.1 Multi-signature Generation Protocol

The message drafter sends message m to all signers. Each signer computes un-
deniable signature and sends it to the message drafter. The message drafter uses
each signer’s undeniable signature to compute the undeniable multi-signature.
Step 1: The message drafter hashes the message m and sends (m, hpr) to the
first signer u1. The hpr is adjusted to make mh = h(m, hpr) as a primitive root
of p.
Step 2: The u1 chooses a random number k1 and computes r1 as follows. (r1, Y1)
is delivered to the second signer u2. Y1 is used to make the common public key Y .

Y1 = y1, r1 ≡ mh
k1 (mod p), gcd(k1, p − 1) = 1, k1 ∈ Zp−1

Step 3: The intermediate signer ui (2 ≤ i ≤ n) chooses a random number ki and
computes (ri, Yi) as follows.

ri ≡ rki
i−1 ≡ m

∏i
j=1 kj

h (mod p), Yi ≡ Y xi
i−1 ≡ g

∏i
j=1 xj (mod p)

The ui sends (ri, Yi) to the next signer ui+1. If the ui is the last signer,
(R, Y ) is computed as follows. The last signer sends it to all signers as well as
the message drafter.

R ≡ rkn
n−1 ≡ mh

∏n
j=1 kj (mod p), Y ≡ Y xn

n−1 ≡ g
∏n

j=1 xj (mod p)

Step 4: The signer ui (1 ≤ i ≤ n) computes the undeniable signature si and
sends it to the message drafter. Since ki and p − 1 are relatively prime integers,
there exists si satisfying the following equation.

ki · si ≡ xi · R − ki · mh (mod p − 1), 1 ≤ i ≤ n

Step 5: The message drafter computes the undeniable multi-signature S as fol-
lows.

S ≡
n∏

j=1

(mh + sj) (mod p)

3.2 Multi-signature Confirmation Protocol

In order to verify the multi-signature (R, S), the message drafter launches multi-
signature confirmation protocol as follows.
Step 1: The message drafter chooses two random numbers (a, b) in Zp−1 and
computes the challenge ch ≡ RS·a · Y Rn·b (mod p). The message drafter sends
the challenge ch to the first signer u1.
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Step 2: The u1 computes the response rsp1 ≡ chx−1
1 (mod p) and sends it to the

second signer u2.
Step 3: The intermediate signer ui (2 ≤ i ≤ n) receives the response rspi−1 from

the signer ui−1. Then the ui computes the response rspi ≡ rsp
x−1

i
i−1 (mod p) and

sends it to the next signer ui+1. If the ui is the last signer, the last signer sends
the response rspn to the message drafter.
Step 4: The message drafter verifies the last signer’s response rspn as follows.

rspn ≡ mRn·a
h · gRn·b (mod p) (3.1)

If equation 3.1 holds, the message drafter ensures that multi-signature is
valid. Otherwise, the message drafter launches disavowal protocol to identify
whether multi-signature is invalid or signers have cheated.

3.3 The Disavowal Protocol

The second challenge and response protocol launched by the message drafter
is as same as that of the multi-signature confirmation protocol. The message
drafter chooses two random numbers (c, d) and computes the second challenge
ch′ ≡ RS·c · Y Rn·d (mod p). If the second response rsp′

n by the last signer is not
equal to mRn·c

h · gRn·d (mod p), additional step 5 is required.
Step 5: The message drafter makes the following discrimination equations. If
R1 equals to R2, the message drafter confirms that multi-signature is invalid.
Otherwise, at least more than one signer have cheated on valid multi-signature.

R1 ≡ (rspn · g−Rn·b)c (mod p), R2 ≡ (rsp′
n · g−Rn·d)a (mod p)

4 Security Analysis

In this section, undeniable properties of the proposed scheme is analyzed. In
theorem 1 and 2, we show correctness of our disavowal protocol.

Definition 2 The valid multi-signature (R, S) and the invalid multi-signature
(R′, S) on the message m are defined as follows. X contains private keys of all
signers.

X ≡
n∏

j=1

xj (mod p − 1), mh = h(m, hpr)

• Valid multi-signature (R, S)

R ≡ m
∏n

j=1 kj

h (mod p), S ≡∏n
j=1(mh + sj) (mod p − 1),∏n

j=1 kj(mh + sj) ≡ Rn · X (mod p − 1)

• Invalid multi-signature (R′, S)

R′ ≡ m
∏n

j=1 kj
′

h (mod p),
n∏

j=1

k′
j(mh + sj) �= R′n · X (mod p − 1) (4.1)
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Equation 4.1 is for invalid multi-signature. We define X ′ which satisfying fol-
lowing equation,

∏n
j=1 k′

j(mh + sj) ≡ R′n · X ′ (mod p − 1).

Theorem 1 The proposed disavowal protocol can identify that the signers have
compute the invalid response on the valid multi-signature.

Proof: The valid multi-signature (R, S) is defined in definition 2. If more than
one signer have cheated during the multi-signature confirmation protocol, X−1

which is used to compute the response is changed. We assume that X−1 is the
valid inverse of X and X ′−1 is the invalid inverse of X. The message drafter
computes the challenge ch ≡ RS·a · Y Rn·b (mod p). If more than one signer
computes the response improperly on the valid multi-signature, the response
rspn computed by all signers is written as follows.

rspn ≡ chX′−1 ≡ ma·Rn·X·X′−1

h · gb·Rn·X·X′−1
(mod p)

Since the rspn is not equal to mRn·a
h · gRn·b (mod p), the message drafter

launches disavowal protocol with new challenge value (c, d).

ch′ ≡ RS·c · Y Rn·d (mod p), rsp′
n ≡ ch′X′−1

(mod p)

The second response rsp′
n is not equal to mRn·c

h · gRn·d (mod p). Therefore,
the message drafter makes following discrimination equations.

R1 ≡ (rspn · g−Rn·b)c ≡ ma·c·Rn·X·X′−1

h · gc·(b·Rn·X·X′−1−b·Rn) (mod p)

R2 ≡ (rsp′
n · g−Rn·d)a ≡ mc·a·Rn·X·X′−1

h · ga·(d·Rn·X·X′−1−d·Rn) (mod p)

From the above equations, R1 is not equal to R2. Therefore, we prove the
correctness of the proposed disavowal protocol in case that more than one signer
have cheated on the valid multi-signature. Q.E.D.

Theorem 2 The proposed disavowal protocol can identify that the multi-
signature is invalid.

Proof: The invalid multi-signature (R′, S) is defined in definition 2. The first
challenge and response on (R′, S) is as follows.

ch ≡ R′S·a · Y R′n·b (mod p), rspn ≡ ma·R′n·X′·X−1

h · gb·R′n

(mod p)

The second challenge and the response on (R′, S) is as follows.

ch′ ≡ R′S·c · Y R′n·d (mod p), rsp′
n ≡ mc·R′n·X′·X−1

h · gd·R′n

(mod p)

The message drafter makes the following discrimination equations. In the
following equation, R1 is equal to R2.

R1 ≡ (rspn · g−R′n·b)c ≡ ma·c·R′n·X·X′−1

h (mod p)

R2 ≡ (rsp′
n · g−R′n·d)a ≡ mc·a·R′n·X·X′−1

h (mod p)

Therefore, we prove the correctness of the proposed disavowal protocol in
case that the multi-signature is invalid. Q.E.D.
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5 Undeniable Joint Copyright Protection

In this section, we show that the proposed scheme is suitable for protecting
copyright on digital contents made by several authors where all authors want to
share copyright together.

5.1 Undeniable Property of Digital Watermark

Digital watermarks are verified as authentic by anyone using the verification
process. However, this self-verification property is unsuitable from many appli-
cations such as copyrighted commercial multimedia contents distribution. The
validity or invalidity of an undeniable digital watermark can be ascertained by
conducting a verification process with original author. If a confirmation process
is needed, the cooperating original author gives exponentially-high certainty to
the verifier that the digital watermark does correspond to the legal one.

We can use undeniable signature scheme in the watermarking process. Mul-
timedia contents company could embed the watermark which they signed using
an undeniable signature scheme. Only someone who had directly purchased the
contents from that company could verify the watermark and be certain that the
contents were right. However, if the company sold contents which were not right,
they should be unable to deny their watermark afterwards.

5.2 Protecting Joint Copyright on Digital Contents

Many authors can participate jointly in authoring of digital multimedia con-
tents. In this case, the copyright of the digital contents must be shared by all
participants. The proposed scheme can be used to protect joint copyright on the
digital contents as follows. Joint-copyright on it is created in the multi-signature
generation protocol. Each author computes the undeniable signature and sends
it to the copyright maker. The copyright maker computes the undeniable multi-
signature and watermarks it to the digital contents. For sales on digital contents
by on-line, a customer can buy it by launching multi-signature confirmation
protocol. Without the consent of all authors, the customer can not buy digital
contents. Especially, in case of dispute between authors, the proposed disavowal
protocol can discriminate whether authors have cheated or the digital watermark
is invalid.

6 Conclusion

In this paper, we propose the undeniable digital multi-signature scheme. The un-
deniable property of the proposed scheme is proved and its application for joint
copyright protection is discussed. If a watermarking scheme used in embedding
joint copyright can not be recovered from attack such as bit distortion errors,
the proposed copyright protection mechanism also can not correctly recover its
joint copyright data. In this case, the proposed scheme only can identify these
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copyrights as invalid ones. In the streaming protocol based contents sales model
like live internet video/audio service, there are some bit errors to maintain good
quality of real-time service on multimedia contents. Our scheme is not suited to
this application. The proposed scheme is best suited to the sales model where
complete downloadable multimedia contents is correctly distributed to the cus-
tomers by trusted on-line transaction. It also can be used in applications where
fragile watermarking schemes are required.
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Abstract. Recently, face recognition has received a great of attention
because digital camera can be widely available. It has many applications
including security management in the airport and the IC card for
e-commerce. In this paper, we introduce a watermark technique for
image authentication with a personal face. We try to compute the
eigenface of a personal image and encode the eigenface features with
bar-code. The bar-coded feature values are then embedded into the
image that is to be authenticated. Our simulation shows the similarity
measures of the watermark extracted from the damaged image under
various attack are vary high and indicate the proposed method is very
feasible for real applications.

Keywords: Digital watermarking, eigenface, personal authentication

1 Introduction

The internet technology has become more and more popular and convenient.
In the internet, one can easily get almost all information they need, and easily
access a remote computer. Therefore, the network security is very important
[1][2]. Recently, people pay lots of attention to the copyright protection [4]-
[6]. The copyright protection plays an important role in e-commerce [7]. In this
paper, we show a watermark system for personal image copyright protection. We
try to use the biometric information [8][9] and extract “face feature value” [11]
and then treat it as the watermark. We combine it with the bar-code mechanism
[12]-[14]. Then, we embed the barcoded eigenface feature data in the image. In
our experiment it is practical and seems to be useful in real applications.

2 The Proposed Biometric Watermarking System

The biometric watermarking system includes 3 parts: Embedding, Extraction,
and Verifying procedures. In the embedding procedure we first process the own-
ers (or the buyers) face image. We calculate its feature value (The weight distri-
bution which project on the face space) and transform it to bar-code watermark.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 410–417, 2004.
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In embedding time, we transform only parts of feature value to watermark. We
use these parts of feature value as the “face key”, then we embed it to target
image. In the verifying procedure, we use owner’s (or buyer’s) face image and
calculate its feature values. We compare these feature values with the values
extracted from extraction procedure. If feature values are the same or the sim-
ilarity is beyond some threshold, we treat the image owner as a legal user. If
feature values are different, the owner is an illegal user.

2.1 The Embedding Procedure

In the embedding procedure, first we should collect a bunch of face images.
These images are the training set; we use them to form a face space. Before
we use these face images, we must “crop” them so that the eyes and chin are
included. Other useless information will be discarded. After we select and process
these face images, we transform them to the eigenface space. The flow chart of
the embedding procedure shows in Fig. 1.

Fig. 1. The embedding procedure

(1) Compute the eigenvectors of them and sort these eigenvectors according
to its eigenvalues. We keep only M eigenfaces with the largest eigenvalues.

(2) Take owner or buyer’s face image and compute the distribution weight
on the eigenface space. We calculate these eigenvalues according to the specific
eigen-face space, so we will get different eigenvalues on every different eigenface
space. In our system, we must choose a set of face space first and should remem-
ber it for later use (The verifying procedure will need to know the face space so
we can compute the eigenvalues).
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(3) Encode the eigenvalue information into a bar-code image. We don’t use
the known bar code standard and try to extend the bar pattern so we can
encode full ASCII in the bar code. The reason we use bar-code is that it is a
meaningful graphic, and has good recovery ability. Once our watermark suffers
attacks, we can easily repair it. In fact, in our system we only use bar-code
to encode the eigenvalue information and the eigenvalue information can be
represent by numbers (0 ∼ 9) and “lower case” characters (a ∼ z). So we only
need to encode 36 characters in our bar-code system.

(4) Take owner’s or buyer’s private key and use it in the SHA-1 algorithm.
SHA-1 is a one way hash function to generate different sequences with different
keys. We use this sequence to generate 20 different watermark embedding
positions so we won’t embed watermark in the fixed position. This step will
improve security.

(5) Embed the bar-code image in the frequency domain (DCT domain). The
positions we embed bar-code were generated in step 4.

(6) We get the watermarked image.

2.2 The Extraction Procedure

In the extraction procedure, we get the embedded bar-code image for later use
(In verifying procedure). The flow chart of the extraction procedure shows in
Fig. 2.

1. We use original image (I512×512) to map with the watermarked image
(I ′

512×512).
If I ′

i ≤ I → Wi = 0 ; Else if I ′
i > I → Wi = 255

Use above equation, we can construct the bar-code image.
2. We compute the watermark embedding position and thus can construct

the bar-code image
3. After extracting and constructing the bar-code image, we may see that

bar-code image has some “noise” signal.
4. We try to repair the bar-code image. The method is not difficult and the

rules we use are listed as below:

1. We can determine the color of the line is black or white by count the black
pixel numbers (Bi) and the white pixel numbers (Wi) in that line (ith line).

If Bi > Wi → The color of the ith line is black
Elseif Bi < Wi → The color of the ith line is white
In this step, we also record the number of error pixels in that line. The error

pixel information can be used in step 3 to differentiate bold lines and thin lines.
2. If two neighbouring lines have the same color. We can treat them as a bold

line. We can check the number of bold lines and thin lines to see if it fit to our
bar-code spec.
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Fig. 2. The extraction procedure

3. If the number of bold lines and thin lines is not correct, we can try to
change the color of the line which has maximum error pixels until it satisfies the
bar-code spec.

4. We decode bar-code image and get the feature sequence information. The
feature sequence information will be used in our verifying procedure.

3 Experimental Results

In our experiment, we use 512*512 “Lena” image to be the test image. First
we embed bar-code watermark in the image, then we try some image processing
attack on the watermarked image. The image processing attack we use include
“Blur”, “Noise”, “Jpeg compression”, “Crop”, and “Sharpen”. After these at-
tacks, we compute PSNR to see the image quality. We also compute the error
character number between the extracted feature value and the original feature
value. The equation we used to compute the similarity is listed as below:

Sim = 1 − En

N
,

where En means error character number, N is the length of feature values Table 1
is the private key we use to compute the watermark embedding location.

We select 15 face images from “yalefaces”. One of the images is used as the
“owner or buyer’s face image” and the other 14 images form the eigenspace. We
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Fig. 3. The watermarked images under various attacks

Table 1. A private key

Table 2. Similarity measures for the “Lena” image after various attacks
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Table 3. Similarity measures for the “Jet” image after various attacks

Table 4. Similarity measures for the “Barbara” image after various attacks

select 14 face images as the image space and then compute their eigenvalues.
We only keep the larg-est eigenvalue as the eigenspace and then calculate Io’s
distribution weight on it. The bar-code image we used in this experiment can
encode 64 characters. It is enough to encode 32-char long feature values here.
After encoding the feature value and embedding it in the original image, we
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try some attacks and see the result. Figure 3 shows the watermarked image
under various attacks. The result is shown in Table 2. Besides “Lena” image,
we also use “Jet” and “Barbara” image for test. The image processing attacks
which process on these test images are the same. Table 3, 4 shows the results
for Jet and Barbara images. All these image processing attacks are processed
by “photoshop”. We can see that after most attacks, bar-code can recover itself.
However, after some attacks like “blur” and “sharpen”, the extracted watermark
still have some error character. These kinds of attacks may cause uniform changes
in bar-code image. After recovery, most watermark messages’ similarity is beyond
the threshold 0.9.

4 Conclusion

In our watermark system, we use eigenface feature value as the “face key” and
combine it with the bar-code mechanism for personal image authentication. Bar-
code is the combination of regular line patterns, and the damaged bar-code can
be recovered well in most situations. We use eigenface feature value information
as the watermark and use SHA-1 hash function to select the watermark em-
bedding position. The benefits are that third party can’t extract the watermark
unless they have the private key we use. Our simulation shows that the proposed
method is very feasible for real applications.
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Abstract. Recently, Yen and Guo proposed a chaotic neural network
(CNN) for signal encryption, which was suggested as a solution for pro-
tection of digital images and videos. The present paper evaluates the se-
curity of this CNN-based encryption scheme, and points out that it is not
secure from the cryptographical point of view: 1) it can be easily broken
by known/chosen-plaintext attacks; 2) its security against the brute-force
attack was much over-estimated. Some experiments are shown to sup-
port the results given in this paper. It is also discussed how to improve
the encryption scheme.

1 Introduction

In the digital world today, the security of multimedia data (such as digital
speeches, images, and videos) becomes more and more important since the com-
munications of such digital signals over open networks occur more and more
frequently. Also, special and reliable security in storage and transmission of
multimedia products is needed in many real applications, such as pay-TV, med-
ical imaging systems, military image/database communications and confidential
video conferences, etc. To fulfill such a need, many encryption schemes have
been proposed as possible solutions [1, Sec. 4.3], among which some are based
on chaotic systems [1, Sec. 4.4]. Meanwhile, cryptanalysis work has also been de-
veloped, which reveal that some proposed multimedia encryption schemes have
been known to be insecure.

From 1998, Yen et al. proposed a number of chaos-based multimedia encryp-
tion schemes [1, Sec. 4.4.3], but some of them have been successfully broken
by Li et al. [2,3,4,5,6]. This paper analyzes the security of a class of encryption
schemes proposed by Yen et al. in [7,8,9], which have not yet been cryptanalyzed
before. In a recent paper [10], this class of encryption schemes were simply ex-
tended to arbitrary block size without influencing the security and then applied
for JPEG2000 image encryption.
� The corresponding author, web site: http://www.hooklee.com.
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The studied encryption scheme here is a stream cipher based on a chaotic
neural network (CNN), which is designed to encrypt 1-D signals and is simply
extended to encrypt 2-D digital images and 3-D videos. This paper evaluates
the security of the CNN-based scheme and points out two security problems:
1) it can be easily broken by the known/chosen-plaintext attacks with only one
known/chosen plaintext; 2) its security against the brute-force attack was much
over-estimated.

The rest of the present paper is organized as follows. In Sec. 2, a brief intro-
duction of the CNN-based encryption scheme is given. The cryptanalytic studies
and some experimental results are given in Sec. 3. Section 4 briefly discusses how
to improve the security of the studied encryption scheme, and the last section
concludes the paper.

2 The CNN-Based Scheme for Signal Encryption

In the following, the concerned encryption scheme is simply referred to as CNN.
Assuming that {f(n)}M−1

n=0 is a 1-D signal for encryption, the encryption
procedure of CNN can be briefly depicted as follows:

– The chaotic Logistic map f(x) = μx(1 − x) is used, where μ is the control
parameter [11].

– The secret key is the control parameter μ and the initial point x(0) of the
Logistic map, which are all L-bit binary decimals.

– The initialization procedure: under L-bit finite computing precision, run the
Logistic map from x(0) to get a chaotic sequence {x(i)}�8M/K
−1

i=0 , and ex-
tract K bits below the decimal dot of each chaotic state1 to generate a chaotic
bit sequences {b(i)}8M−1

i=0 , where x(i) = 0.b(Ki + 0) · · · b(Ki + K − 1) · · · .
– The encryption procedure: For the n-th plain-element f(n) =

∑7
i=0 di(n)×2i,

the corresponding cipher-element f ′(n) =
∑7

i=0 d′
i(n) × 2i is determined by

the following process:
• for i = 0 ∼ 7 and j = 0 ∼ 7, 64 weights wji are calculated as follows: if

i = j, wji = 0; else wji = 1 − 2b(8n + i) =

{
1, b(8n + i) = 0,
−1, b(8n + i) = 1;

• for i = 0 ∼ 7, 8 biases θi are calculated as follows:

θi =
2b(8n + i) − 1

2
=

{
−1/2, b(8n + i) = 0,
1/2, b(8n + i) = 1;

• the i-th cipher-bit d′
i(n) is calculated as follows:

d′
i(n) = sign

(∑7

j=0
wji × di(n) + θi

)
, (1)

1 In real implementations of CNN, the K bits can be extracted from the direct mul-
tiplication result μx(i − 1)(1 − x(i − 1)), before x(i) is obtained by quantizing the
value. As a result, it is possible that K > L. For example, in [9], K = 32 > L = 17.
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where sign(·) denotes the sign function, i.e., sign(x) =

{
1, x ≥ 0,

0, x < 0.
– The decryption procedure is the same as the above one.

The above encryption procedure looks very complicated, however, actually
it can be simplified to be a much more precise form. Observing the proofs of
Proposition 1 in [7,8] and Lemma 1 in [9], one can see the following fact:

d′
i(n) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if di(n) = 0 and b(8n + i) = 0,
1, if di(n) = 1 and b(8n + i) = 0,
1, if di(n) = 0 and b(8n + i) = 1,
0, if di(n) = 1 and b(8n + i) = 1,

(2)

which means that

d′
i(n) = di(n) ⊕ b(8n + i), (3)

where ⊕ denotes the XOR operation.
Obviously, CNN is a stream cipher encrypting the plain-signal bit by bit,

where the key stream for masking is the chaotic bit sequence {b(i)}.

3 Cryptanalysis of the CNN-Based Encryption Scheme

3.1 Brute-Force Attacks

In [7,8,9], it was claimed that the computing complexity of a brute-force attack
to CNN is O

(
28M
)
, since there are 8M bits in {b(i)}8M−1

i=0 (which is unknown to
the attacker). However, this statement is not true due to the following fact: the
8M bits are uniquely determined by the secret key, i.e., the control parameter μ
and the initial condition x(0), which have only 2L secret bits. This means that
there are only 22L different chaotic bit sequences.

Now, let us see what is the real complexity of a brute-force attack. For each
guessed value of x(0) and μ, about 8M/K chaotic iterations and 8M XOR
operations are needed for verification. Assuming that each L-bit digital multi-
plication needs L times of additions, then each chaotic iteration needs 2L + 1
times of additions. Therefore, the complexity of a brute-force attack to CNN
will be O

(
22L ×

(
8M(2L+1)

K + 8M
))

= O
(
22LM

)
, which is much smaller than

28M when M is not too small. What’s more, considering the fact that the Logis-
tic map can exhibit strong chaotic behavior only when μ is close to 4 [11], the
complexity should be even smaller than O

(
22LM

)
.

The above analysis shows that the security of CNN was much over-estimated
by the authors, even under the simplest attack. Because of the rapid progress
of digital computer and distributed computing techniques, the complexity not
lower than O

(
2128
)

is required for a cryptographically strong cipher [12]. To
achieve such a security level, L ≥ 64 is required. As a comparison, L = 8 in [8]
and L = 17 in [9], which are both too small2.
2 In [7], the value of L is not explicitly mentioned. Since [7] is an initial version of [8],

it is reasonable to assume L = 8.
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3.2 Known/Chosen-Plaintext Attacks

In known-plaintext or chosen-plaintext attacking scenarios, CNN can be broken
with only one known/chosen plaintext {f(n)}M−1

n=0 and its corresponding cipher-
text {f ′(n)}M−1

n=0 , with a complexity that is smaller than the complexity of a
brute-force attack.

From Eq. (3), one can get b(8n + i) = gi(n) ⊕ g′
i(n). That is, an attacker can

successfully reconstruct the chaotic bit sequence {b(i)}8M−1
i=0 by simply XORing

{f(n)}M−1
n=0 and {f ′(n)}M−1

n=0 bit by bit. Assuming {fm(n) = f(n) ⊕ f ′(n)}M−1
n=0 ,

one has fm(n) = 0.b(8n + 0) · · · b(8n + 7). Without deriving the secret key
(μ, x(0)), given any ciphertext g′ encrypted with the same secret key, the at-
tacker can use fm to decrypt the M leading bytes of the corresponding plaintext
g: n = 0 ∼ M −1, g(n) = g′(n)⊕fm(n). Here, we call fm the mask signal (or the
mask image when CNN is used to encrypt digital images), since the plaintext
can be decrypted by using fm to “mask” (i.e., XOR) the ciphertext3.

To demonstrate the above attack, with the parameters L = 17, K = 32 [9]
and the secret key μ = 3.946869, x(0) = 0.256966, some experiments are given
for the encryption of digital images. In Fig. 1, a 256 × 256 known/chosen plain-
image “Lenna”, its corresponding cipher-image, and the mask image fm = f ⊕f ′

are shown. If another plain-image “Babarra” (of size 256×256) is encrypted with
the same key, it can be broken with the mask image fm derived from “Lenna”
as shown in Fig. 2. For a larger plain-image “Peppers” (of size 384 × 384), the
256 × 256 leading pixels can be successfully broken with fm as shown in Fig. 3.

a) The plain-image f b) The cipher-image f ′ c) The mask image fm

Fig. 1. One known/chosen plain-image “Lenna” (256 × 256), its corresponding cipher-
image, and the mask image fm = f ⊕ f ′

From the above experiments, one can see that the breaking performance of
known/chosen-plaintext attacks based on fm is limited. Fortunately, from the
reconstructed bit sequence {b(i)}8M−1

i=0 , it is easy for an attacker to derive the
values of μ and x(0), and then to completely break CNN. Even when only part
of a plaintext f(n1) ∼ f(n2) is known to the attacker, he can still derive the
3 In fact, it is a common defect of most stream ciphers [12].
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a) The plain-image
“Babarra”

b) The encrypted
“Babarra”

c) The recovered
“Babarra” with fm

Fig. 2. Decrypt a plain-image “Babarra” (256 × 256) with fm shown in Fig. 1c

a) The plain-image
“Peppers”

b) The encrypted
“Peppers”

c) The recovered
“Peppers” with fm

Fig. 3. Decrypt a plain-image “Peppers” (384 × 384) with fm shown in Fig. 1c

values of μ and a chaotic state x(i), which can be used to calculate all following
chaotic states, i.e., all following chaotic bits {b(i)}∞

i=8n2
. In this case, all plain-

pixels after the n1-th position can be broken. In the following, let us discuss how
to derive chaotic states and the value of μ.

Firstly, let us see how a chaotic state x(i) is derived. Recall the generation
procedure of {b(i)}8M−1

i=0 . It is easy to reconstruct a K-bit approximate of the
chaotic sequence by dividing {b(i)}8M−1

i=0 into K-bit segments: {x̃(i)}�8M/K
−1
i=0 ,

where x̃(i) = 0.b(Ki + 0) · · · b(Ki + K − 1) and

|Δx(i)| = |x̃(i) − x(i)| ≤ 0.

K︷ ︸︸ ︷
0 · · · 0

L−K︷ ︸︸ ︷
1 · · · 1 =

L∑
j=K+1

2−j < 2−K . (4)

Apparently, when L ≤ K, x̃(i) = x(i); when L > K, the exact value of each
chaotic state x(i) can be derived by exhaustively guessing the L − K unknown
bits, and the guess complexity is O

(
2L−K

)
.

Once two consecutive chaotic states x(i) and x(i + 1) are derived, the esti-
mated value of μ can be calculated to be μ̃ = x(i+1)

x(i)·(1−x(i)) . Due to the influence
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of quantization errors existing in forward chaotic iterations, in general μ̃ �= μ.
When the difference between μ̃ and μ is sufficiently small, it is possible to ex-
haustively search the neighborhood of μ̃ to find the accurate value of μ with a
sufficiently small complexity. In the following, we will show how to get a μ̃ close
enough to μ, and estimate the search complexity of the accurate value of μ.

Apparently, the estimation error Δμ = μ̃ − μ is caused by the quantization
error Δx(i + 1) generated in the forward chaotic iteration x(i + 1) = μ · x(i) ·
(1 − x(i)). In one L-bit digital multiplication, the quantization error does not
exceed 2−L for the floor or ceiling quantization function, and does not exceed
2−(L+1) for the round quantization function. Considering there are two L-bit
digital multiplications in each forward chaotic iteration, one has

x̄(i + 1) = (μ · x(i) + Δ1x(i + 1)) · (1 − x(i)) + Δ2x(i + 1)
= μ · x(i) · (1 − x(i)) + Δ1x(i + 1) · (1 − x(i)) + Δ2x(i + 1)
= x(i + 1) + Δx(i + 1),

where x̄(i+1) denotes the real value of x(i+1) and Δx(i+1) = Δ1x(i+1) · (1−
x(i))+Δ2x(i+1). Then, one can get |Δx(i+1)| ≤ |Δ1x(i+1)|+ |Δ2x(i+1)| <
2−L + 2−L = 2−(L−1), and get the quantization error |Δμ| as follows:

|Δμ| =
∣∣∣∣ Δx(i + 1)
x(i) · (1 − x(i))

∣∣∣∣ = ∣∣∣∣Δx(i + 1)
x(i + 1)

· x(i + 1)
x(i) · (1 − x(i))

∣∣∣∣
=

|Δx(i + 1)|
x(i + 1)

· μ <
2−(L−1)

x(i + 1)
· 4 =

1
2L−3 · x(i + 1)

. (5)

When x(i+1) ≥ 2−n (n = 1 ∼ L), |Δμ| < 1
2L−3·x(i+1) ≤ 1

2L−3·2−n = 2n+3 ×2−L,
which means the size of the neighborhood of μ̃ for exhaustive search is 2n+3. To
minimize the search complexity in real attacks, x(i + 1) ≥ 0.5 is suggested to
derive μ, which occurs with a probability of 0.5. In this case, n = 1 and the size
of the searched neighborhood is only 23+1 = 16.

With the mask image fm derived from the known plain-image “Lenna” (of
size 256×256) shown in Fig. 1a, the values of x(0) and μ are calculated following
the above procedure to completely decrypt the larger plain-image “Peppers” (of
size 384 × 384). The decryption result is given in Fig. 4.

Finally, it deserves being mentioned that even without deriving the secret
key there is another way based on a mask signal fm to decrypt any plaintext
of arbitrary size. It is due to the following fact: for a digital chaotic system
implemented in L-bit finite computing precision, each chaotic orbit will lead to
a cycle whose length is smaller than 2L (and generally much smaller than 2L,
see [4, Sec. 2.5]). For the implementation of CNN in [9], L = 17, K = 32. Thus,
the cycle length of each chaotic orbit will be much smaller than 217 in most
cases. Such a length is not sufficiently large in comparison with the size of many
plaintexts, especially for digital images and videos. For example, a 256 × 256
image corresponds to a chaotic orbit {x(i)} whose length is 8 × 256 × 256/32 =
214. For almost every value of μ and x(0), the cycle length of {x(i)} is even much
smaller than 214, which means that there exists an visible repeated pattern in
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Fig. 4. The decrypted
“Peppers” (384 × 384) with
the secret key derived from
fm shown in Fig. 1c

a) The extended mask
image f∗

m

b) The recovered
“Peppers” with f∗

m

Fig. 5. Decrypt “Peppers” (384× 384) with f∗
m extended

from fm shown in Fig. 1c

{x(i)}. Carefully observing the mask image fm shown in Fig. 1c, one can easily
find such a repeated pattern. Then, it is easy to get the cycle of fm, and to extend
it to arbitrary sizes by appending more cycles at the end of the original mask
signal. This means that any ciphertext can be decrypted with a mask signal f∗

m

extended from the mask image fm. Using such a method, the larger plain-image
“Peppers” is completely decrypted as shown in Fig. 5.

4 Improving the CNN-Based Encryption Scheme

The simplest way to improve the original CNN is to make L sufficiently large so
as to ensure the complexity of the brute-force attack cryptographically large. In
addition, to make the complexity of guessing the L − K unknown bits of each
chaotic state cryptographically large, L−K should also be sufficiently large. To
be practical, (L, K) = (64, 8) is suggested. In this case, the complexity to get
the value of x(0) is O

(
2L−K

)
= O

(
256
)
, and the complexity to get the value of

μ (i.e., to get two consecutive chaotic states) is O
(
22(L−K)

)
= O

(
2112
)
. Such

a complexity is sufficiently large to make both the brute-force attack and the
attack of deriving the secret key from fm impossible in practice.

However, because CNN is a stream cipher, making L − K sufficiently large
cannot enhance the security against the known/chosen-plaintext attacks based
on the mask signal fm. To resist such attacks, a substitution encryption part
should be used to make CNN a product cipher. Note that the security of the
modified CNN is ensured by the new substitution part, not the CNN itself.
So, essentially speaking, the CNN cannot be enhanced to resist known/chosen-
plaintext attacks.

5 Conclusion

In this paper, the security of a chaotic signal encryption scheme called CNN [7,
8,9,10] has been investigated and it is found that the encryption scheme is not
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secure from the cryptographical point of view. Both theoretical and experimen-
tal analyses show the feasibility of the proposed known/chosen-plaintext attacks
of breaking CNN. Also, it is pointed out that the security of CNN against brute-
force attacks was much over-estimated. Some possible methods to enhance the
security of CNN are also discussed, but its insecurity against the known/chosen-
plaintext attacks cannot be essentially improved. As a result, CNN is not sug-
gested in applications requiring a high level of security.
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Abstract. This article presents a novel secure steganographic method
on wavelet domain of GIF images. Secret information is usually embed-
ded in palettes or indices of GIF images directly by formerly presented
steganographic methods. These methods may introduce visible noise
and detectable changes of parameters in images. The new method based
on integer wavelet transform dispels noise introduced by data-hidding
into adjacent pixels. Matrix encoding is also applied in embedding.
Both scattering noise and matrix encoding improve the quality of the
stego-images and the security of secret communication. Experimental
results show the fine security of the proposed method in resisting attacks
by χ2 detecting method and Fridrich’s detecting method.

Keywords: Steganography; GIF image; integer wavelet; matrix encod-
ing; security

1 Introduction

GIF images are popular carriers used in steganography because of its widely use
on Internet. Although steganographic algorithms on GIF images appeared early,
there are not so many secure methods at present for many detecting methods
were also presented. GIF format contains a palette and image indices pointing to
the corresponding colors in the palette. There are 256 kinds of colors at most in
the palette. Most of current steganographic methods embed secret information
directly in palettes or indices of GIF Images. There are mainly three classes of
approaches. Gif-shuffle [1] uses different combinations of colors to embed secret
message, leading to a limited capacity of 210 bytes. Artifacts are easy to be de-
tected by χ2 steganalysis method [2] in stego-images created with softwares such
as S-Tools [3] or Hide&Seek [4] which change the palette and image indices simul-
taneously. Schemes changing indices directly such as EZ Stego [5] and methods
presented by Fridrich [6,7,8] may introduce visible noise which deteriorates the
quality of images. And EZ Stego can not counteract the steganalysis methods
presented by Fridrich [9].
� This paper is supported by the project of National Nature Science Foundational of

China (Grant No. 60372083).
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In this article, a novel secure steganographic algorithm is presented which
embeds secret information in the high frequency coefficients of the wavelet do-
main. Thus, noise generated by embedding message is scattered into adjacent
pixels. We implement matrix encoding in the process of embedding which also
improves the security of the algorithm. The principle of the new approach is
introduced in section 2. Section 3 lists experimental results that show the secu-
rity of the algorithm in defending χ2 detecting method and steganalysis method
presented by Fridrich.

2 Method Description

2.1 Integer Wavelet Transform

In GIF images, image indices are stored as integer and its scale is 0∼255 when
there are 256 kinds of colors in the palette. If transform in common use such
as DCT or DWT is used in steganography [10] on GIF images, the overflow
in spacial domain is hard to control. So we should adopt the integer wavelet
transform. S transform presented by Swelden [11] is adopted in this paper. It is
the Harr integer wavelet transform mapping integers to integers. The overflow
can be controlled by preprocessing that we will present in section 2.3. The S
transform is:

l =
⌊

x + y

2

⌋
, h = y − x (1)

The inverse transform is:

x = l −
⌊

h

2

⌋
, y = l +

⌊
h + 1

2

⌋
(2)

When we apply these formulas to images, x and y denote the adjacent pixels val-
ues in a row or a volume of the image. l and h are the low frequency and high fre-
quency part respectively. “��” means “the greatest integer less than or equal to”.

2.2 Matrix Encoding

Matrix encoding[12,13] is used to improve the security of the algorithm. When
the length of secret message is less than the maximum capacity of the cover
image, the number of changes due to message embedding can be decreased by
adopting matrix encoding. When a secret message x with k bits is going to be hid-
den in a code a which contains n modifiable positions, we can find a proper code
a′ using matrix encoding for code a. Let f be a hash function that extracts k bits
from code a. The hash function f(a) can be determined by the followed equation:

f(a) =
n⊕

i=1
ai ∗ i (3)
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where ⊕ represents the operation of exclusive or and ai is the ith modifiable posi-
tion in the code a. The code a′ is the modified code a which is generated by the f
function and message x with x = f(a′). The Hamming distance d(a, a′) follows:

d (a, a′) ≤ dmax (4)

In the formula dmax represents the maximum of changed indices without matrix
encoding when message is embedded under the same condition. Thus we use
(dmax, n, k) to represent this matrix encoding. The discussion presented by
Westfield[13] shows that the embedding efficiency using matrix encoding is
higher than that without matrix encoding.

2.3 Algorithm of the New Method

The indices scale is 0∼255 for GIF images with 256 colors. Embedding data in
coefficients obtained from integer wavelet transform directly may overflow the
range of image index value. The overflow will result in the failure of extract-
ing information. The preprocessing adopted by this method to overcome this
difficulty is described as follows.

Preprocessing. Let x′ , y′ be the indices of the stego-image and x, y are the
indices of the corresponding pixel in the cover image (0≤x≤255,0≤y≤255). Δx,
Δy are the values of the modification in spatial domain, thus:

x′ = x + Δx, y′ = y + Δy (5)

Let Δh be the value of the modification of the high frequency coefficients after
embedding, then from (2):

x′ = l −
⌊

h + Δh

2

⌋
, y′ = l +

⌊
h + 1 + Δh

2

⌋
(6)

From (5) and (6) we can obtain the following:

Δx =
⌊

h

2

⌋
−
⌊

h + Δh

2

⌋
, Δy =

⌊
h + 1 + Δh

2

⌋
−
⌊

h + 1
2

⌋
(7)

According to the deduction above we can find the changing direction of the scale.
Δh may be equal to –1, 0 or 1 during embedding. The changed value of the index
may be –1, 0 or 1 after inverse transform according to (7). Then the range of
indices changes from (0∼255) to (-1∼256). So the scale of indices in the cover
should be adjusted to (1,254) in preprocessor in order to keep the indices of the
stego image in the normal range. The process is presented as follows:

1. Let f(ci) be the appearance frequency of color ci; Let A and B be the two
indices of colors which have the least appearance frequency in the palette:

f(A) = min f(ci) (i = 0, 1, · · · , 255)
f(B) = min f(ci) (i = 0, 1, · · · , 255, i �= A)

(8)
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2. C and D are the closest color indices to A and B respectively according to
Euclidean norm distance in the palette (C�=A�=B, D�=A�=B).

3. Let width and height be the width and height of the image respectively. Let
indexj be the index of the jth pixel in the image. Replace A, B with C,D
respectively in image indices:

indexj =
{C if indexj = A

D if indexj = B 0 ≤ j < width ∗ height
indexj otherwise

(9)

4. Replace 254, 255 with A and B, respectively in the original palette. Indices
should be adjusted again because of the change of the palette:

indexj =
{A if indexj = 254

B if indexj = 255 0 ≤ j < width ∗ height
indexj otherwise

(10)

At last preprocessor is finished.

Create the New Palette. The palette should be rearranged after the prepro-
cessor. The arrangement algorithm is similar to traveling salesman problem. It
is based on the principle that the sum of the Euclidean norm distance between
rearranged adjacent colors is the least among all kinds of orders. So reordered
neighboring color indices are close to each other. The process to create the new
palette is described as Fig. 1. The first 254 colors rearranged. The indices range
of those 254 colors in the new palette is assigned to (1,254). Then the first po-
sition in the new palette is filled with the second color and the last position is
filled with its previous color. The original palette is also required to adjust to
correspond the new palette. The procedure is described as follows:

OldPal[254]= NewPal[1] OldPal[255]= NewPal[254]

In the above description newPal[i] and oldPal[i] represent the ith position in the
new palette and the original palette respectively.

Fig. 1. producing the new palette
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Procedure for Embedding. New image indices can be obtained when the
new palette is created. Then embedding process with matrix encoding (1, n, k)
is presented as following:

1. Let maxcap be the maximum of the embedding capacity of the image:

maxcap = width ∗ height ∗ 0.5 (11)

2. Let msglg be the actual length of the secret message. Then
proper n and k could be counted according to the formulas:

msglg > (maxcap ∗ (k + 1)/n − (maxcap ∗ (k + 1)/n%n))
msglg ≤ (maxcap ∗ k/n − maxcap ∗ k/n%n)

(12)

The operation ‘%’ is to get the integral remainders.
3. Code a is composed by the LSBs of the n high frequency coefficients selected

according to the order generated by a pseudo random seed. The hash function
f(a) can be determined by (3). When k bits message x is hidden in code a,
the position s to be changed[13] is gained by:

s = x ⊕ f(a) (13)

At last the modified code a′ is obtained by:

a
′
=
{

a, if s = 0(⇔ s = f(a))
(a1, a2, · · · ,¬as, · · · , an), otherwise

(14)

where ¬ is the bit-wise not operation.
4. Repeat step 3 to embed the next k bits until all message is embedded.

Then apply inverse wavelet transform according (2).Store image data as
GIF format.

Extract Secret information. Secret information could be extracted according
to the inverse procedure of embedding.

3 Experimental Results and Discussion

Stego images created by the proposed method and EZ stego are called new-
stego-images and EZ-stego-images respectively. Experimental results of PSNR
shown in Table 1 indicate the good quality of new-stego-imges. In this sec-
tion, χ2 detecting[2] method and Fridrich’s detecting method[9] are used to test
the security of the new algorithm. The embedding capacity in experiments is
0.5bit/pixel. Experimental images are from different sources which contain 60
sheets of scanned images, 65 sheets of images from digital camera and 20 sheets of
images from Fabien’s standard image database on Internet[14]. As Table 1 shows
new-stego-images counteract χ2 steganalysis method for the detecting rate is
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Table 1. Experimental Results of χ2 steganalysis method and the average PSNR. The
threshold is 60%; If the embedding probability counted from a image by χ2 steganalysis
method is above 60%, the image is considered as a stego-image

Image Class Scanned Images Digital Photos Standard Images

Image Quantity 60 sheets 65 sheets 20 sheets

Detecting Rate 6.19% 4.16% 0%

Average PSNR 32.3098 dB 34.5622 dB 34.6144 dB

Fig. 2. Comparison of χ2 detecting results on 20 sheets of images from Fabien’s stan-
dard image database(the left) and camparison of Fridrich detecting results on 145
sheets of images(the right); 100% represents the embedding of capacity of 1bit/pixel;
∗ represents new-stego-image;

very low. Figure 2 show the comparison between new-stego-images and EZ-stego-
images using χ2 detecting method(the left) and Fridrich detecting method(the
right). The comparisons indicate high security of the new algorithm. The se-
curity of new-stego-images is better than that of EZ-stego-images because that
histogram of the image after embedding data by EZ Stego has many adjacent
pairs but this phenomena in the new-stego-images is unconspicuous and noises in
new-stego-images introduced by steganography is scattered into adjacent indices.
All these experiments make it clear that the new method has fine performance.

4 Conclusion and Outlook

Experimental results show that new-stego-images produced by the new method
has good quality and this method has high performance in defending χ2 steganal-
ysis method and steganalysis method presented by Fridrich. But artifacts might
be visible in some GIF Images after embedding because they have small number
of colors. So in futrue work, we should take more attention on the improvement
of visual security in images with small number of colors.
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Abstract. The paper presents a novel video watermarking scheme
called Mapping Energy video Watermarking (MEW) for copyright pro-
tection. The watermark is embedded in the compressed domain and ex-
tracted directly from the bitstream without original video. In the pro-
posed scheme, we select a part of Integer DCT quantized coefficients to
construct the embedded space and embed the watermark into it by using
Energy Mapping Function (EMF). During the process of embedding, re-
synchronization strategy and watermarking coding are used to guarantee
the robustness of watermarking. The experimental results indicate that
the scheme has strong robustness to the attacks such as re-encoding,
frame dropping, frame rate changing and sharpening. The influence of
the coding efficiency is almost unnoticeable. Besides, high watermark
payload and low time complexity are advantages of the scheme.

1 Introduction

With the development of computer network, copyright protection of digital
products like video and audio has become a hot research topic. Video water-
marking is an efficient technology to protect the copyrights of digital video.
Many watermarking schemes based on spatial domain [1–2] and frequency
domain [3–4] have been developed and can be used both in image and video.
Compared with image watermark, video watermarking schemes should have
their own characteristics such as the robustness to compression and the frame
operations (dropping, re-encoding, shifting etc). Video is always disseminated
as a compressed format, so a video watermarking scheme performed in the
compressed domain is necessary. Hartung [5] proposed a typical scheme in the
compressed domain. They arranged a spread-spectrum watermark with the same
size as one frame and divided it into 8*8 blocks. Each block is transformed by
DCT and added into the corresponding video DCT block. Cross [6] proposed the
watermark was embedded in VLC of I-frame with the proper payload. Besides,
the watermarking schemes performed in the compressed domain include those
embedded in the residual of motion vectors [7–8] and in the facial parameters of
MPEG-4 bitsteam [9]. These video watermarking schemes can gain low compu-
tational complexity or improve the robustness to the compression, but they are
not resistant to such attacks as re-encoding and frame dropping. Lagendijk [10]

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 433–440, 2004.
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has developed an algorithm called Extended Differential Energy Watermarking
(XDEW), in which the watermark was embedded in both I-frames and P-frames.
The algorithm is performed in the low bit-rate environment and has good
performance on the robustness to re-encoding. But it is complicated from a
computational standpoint. This paper proposes a novel video watermarking
called adaptive Mapping Energy Watermarking (MEW) performed in the stan-
dard H.264 (JM 6.2) bitstream. We define the media data space is constructed
by the quantized Integer DCT coefficients and the embedded space is a part
of it. Every coefficient in the embedded space corresponds to one watermark
bit and the value of the coefficient represents the energy of the watermark bit.
This character of watermarking scheme gains it good performance on coding
efficiency and watermark payload. The rest of this paper is organized as follows.
In Section 2, MEW algorithm is explained in detail. In Section 3, the robustness
of watermarking is analyzed and the experimental results are presented. Finally
we present the conclusion of our experiments in Section 5.

2 MEW Algorithm

Video is a kind of media with a large data space and exits as a compressed format,
so a video watermarking scheme in the compression domain is necessary. Figure 1
shows the diagram of our watermarking system based on the video encoder. From
Figure 1, watermark and raw video are input as the original information and the
watermarked compressed video and key (the quantized step is used to generate
the key which guarantees the robustness to re-encoding at different bit rate) are
output after embedding process; original watermark, watermarked video and
the key are required during extracting process and the extracted watermark and
detection value are output after extracting process.

 
 
 

watermark                                                                       watermarked compressed  
raw video                                                                        video key 

 
 
 
 
 

        
    

Encoder 

Motion 
Estimation and 
compensation 

Transform 
and 
Quantization 

VLC 

Watermark Embedding System 

watermark     key 
quantized step  encoded 

watermark 

 

Fig. 1. The Diagram of Watermarking System

2.1 The Embedding Process

The embedding procedure is summarized as follows:
1. For a luma block, M Integer DCT quantized AC coefficients before a cut

off point (cut off) in zig zag scanning order in a fixed scope (a ≤ abs(x) ≤ b) to
construct the embedded space. If there are not as many as M coefficients that
can be selected, this block would not be embedded.
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2. The watermark can be any useful information, and in our experiments it is
a random sequence of 1s and –1s generated by a key. Corresponding to Mselected
coefficients, the watermark sequence is divided into several Groups of Watermark
bits (GOW) with the size of M . Every selected coefficient corresponds to one
watermark bit and we use Energy Mapping Function (formula 1) to embed the
watermark.

f(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

x a ≤ abs(x) ≤ c , w = 1
−c c + 1 ≤ x ≤ b , w = 1
c −b ≤ x ≤ −(c + 1) , w = 1
x c + 1 ≤ abs(x) ≤ b , w = −1
c −c ≤ x ≤ −a , w = −1
c c ≤ x ≤ b , w = −1

(1)

Where x is the value of one coefficient, w is one watermark bit, a and b are
the bounds of embedded space and c is the partition point (in our experiments,
a, b and c are 2,3 and 2).

3. The same GOW is embedded in the 4 luma blocks of one MB to improve
the robustness of watermarking if the blocks can be embedded.

2.2 The Extracting Process

In contrast with the embedding process, we use the following procedure to extract
watermark bits.

1. In one luma block, M coefficients (a ≤ abs(x) ≤ b) before a cut off point are
selected. If there are not as many as M coefficients, the block isn’t watermarked.

2. The energy of one watermark bit is calculated by adding all the corre-
sponding de-quantized values that represent it as the formula 2 and 3.

3. The watermark bit can be obtained according to the sign of the energy as
formula(4).

Ei =
∑

(Esign(abs(de quant(x)))) (2)

Esign =
{−, c + 1 ≤ abs(x) ≤ b

+, a ≤ abs(x) ≤ c
(3)

Esign =
{

1, Ek > 0
−1, Ek ≤ 0 (4)

In the formula 2, de quant(x) represents the de-quantized value of coefficient
x, Esign(x) represents the sign of x according to its absolute value, Ek represents
the energy value corresponding to the Kth watermark bit and Wkrepresents the
Kth watermark bit.

As the formulas show, the embedding energy is enlarged to guarantee extract-
ing watermark bits exactly because the sign of energy will retain unmodified even
though some of coefficients value exceed its original scope during re-encoding.
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3 Experimental Results

We test the performance of MEW in terms of watermark capacity, robustness
and visual quality. We use H.264 bitstream coded at 30 fps, and the spatial reso-
lution of the video sequences in our experiments is 176×144 pixels (QCIF). The
watermark used in the experiments is a random sequence of 1s or –1s generated
by a key.

3.1 Watermark Payload and Visual Quality

We compare the video quality with and without watermarking as Table 1. 1.
Asnry, Asnru and Asnrv are the average of PSNR of three chroma components,
which weigh the visual quality of the compressed video. 2. Embedded bits are the
amount of watermark bits embedded in the video, which weighs the watermark
payload. 3. BIR is Bit Increased Rate that weighs the increased amount after
watermarked.

Table 1. The experiments results of 4 standard test sequences 300 frames, 30fps,
cut off = 35, M = 8

  

Foreman_qcif  News_qcif Silent_qcif Akiyo_cif    sequence 
parameters original Wm(1:1) Original Wm(1:1) Original Wm(1:1) Original Wm(1:1)
 Asnry(db) 38.79 38.77 40.19 40.14 39.30 39.24 41.72 41.71 
 Asnru(db) 42.23 42.23 42.99 42.97 42.15 42.13 43.54 43.51 
 Asnrv(db) 43.95 43.94 43.62 43.63 42.97 42.93 44.56 44.58 
Totalbits(bits) 3261856 3277552 1751176 1764440 1833064 1841386 726968 736928 
Bit rate(kbps) 328.37 329.95 176.29 177.63 184.54 185.37 73.18 74.19 
Total time(s) 218.408 227.689 193.778 209.255 208.983 207.750 191.128 198.176 
Embedded_bits  2928  3176  2296  1736 
BIR (%)  0.48116  0.76011  4.476  1.380 
WBR(bps)  294.76  319.73  231.1  174.77 

 

BIR =
watermarked BR − original BR

original BR
× 100% (5)

Where watermarked BRdenotes the Bit Rate with watermark and
original BRdenotes the Bit Rate without watermark. This parameter weighs
the effect of compression efficiency caused by watermarking.

4.WBR denotes the Watermark Bit Rate, which weighs the watermark pay-
load.

WBR =
watermarked BR × Embedded Bits

total bits
× 100% (6)

Where total bits is the bits of watermarked video.
From Table 1, the coding efficiency of H.264 is very high and the degrada-

tion caused by watermarking is almost unnoticeable (the modification of PSNR
and BIR are very small compared with encoding without watermarking). BIR
is limited in 0.05 percent and WBR can get the largest payload of 300 bps
(news, BR=177.63kbps). WBR can be large if the parameters are set properly.
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Compared with XDEW algorithm, MEW has better visual quality and higher
watermark payload. The following figures show PSNR and BIR curves. In fact,
there is no law from the curves and the effect of PSNR and BIR is different with
different video. But as a whole, PSNR is high and BIR is low.

 

Fig. 2. PSNR of watermarked “Claire.yuv” video

 
Fig. 3. PSNR at different WBR News.yuv

 Fig. 4. BIR at different WBR foreman.yuv

3.2 The Robustness of Watermarking

As the experimental results prove, some non-watermarked MBs are included and
some embedded MBs are discarded during embedding when the watermarked
video is attacked by sharpening, frame dropping, re-encoding etc. When this
scenario occurs, the synchronization between embedding and extracting is de-
stroyed. We use re-synchronization strategy and watermark coding to guarantee
the synchronization.



438 L. Wang et al.

3.2.1 Re-synchronization Strategy
Re-synchronization strategy includes re-embedding and optimal retrieving
strategies.

1. Re-embedding strategy:
As the description of embedding procedure, we embed a GOW in a luma

block. For the continuous P MBs, we embed the same GOW in every luma
block of them and these P MBs construct a Group of Embedded MBs (GEMB).
When one MB is destroyed, GOW still can be extracted from other MBs in the
same GEMB.

2. Optimal retrieving strategy:
We define a parameter as Dependable GOW (Dep GOW ) initiated by the

correct GOW. For every Current extracted GOW (Curr GOW ), the Similar
Rate between Dep GOW and Curr GOW is calculated as formula 7. If SR is
no less than T, the current MB with the extracted GOW belongs to the current
GEMB and Dep GOW is updated as formula 8; otherwise, the following Skipped
Number (Max SN) GOWs are extracted and compared each other, then the most
similar two of Max SN GOWs are found and the corresponding MBs belong to
the next GEMB.

SR = (Dissimilar num) + Len(wm) =
{≥ T, , Same

< T, , Different
(7)

Where Dissimilar num denotes the number of different bits in the two GOWs
and len(wm)denotes the length of one GOW (M). In our experiments, we set T
as 0.75 to obtain good performance.

Dep GOW = Dep GOW + Curr GOW (8)

Where Dep GOWdenotes the dependable GOW, Curr GOWdenotes the cur-
rent extracted GOW.

From the process described above, SR is the criterion of segmenting GEMBs.

3.2.2 Watermark Coding
When the watermarked video is attacked, the embedded space will be changed.
We encode the watermark with Reed-Solomon coding due to its strong ability
of correction. In our experiments, we set parameters of Reed-Solomon coding
to correct at most 2 bits when 3 original bits are coded. Strong robustness can
be obtained by sacrificing high watermark payload since the coded watermark
bitstream is much larger than original watermark bitstream.

3.2.3 Experimental Results
In table 2, ABER denotes the Bit Error Rate after re-encoding which weighs the
robustness of re-encoding (formula 9).

ABER =
Error bits

Embedded bits
× 100% (9)

Where Error bits denotes the number of error extracted watermark bits.
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Table 2. The experimental results with R-S code for the 4 standard test video se-
quences at the fixed parameters MaxSN = 2, = 4(176 ∗ 144 pixels, 30fps, 66 frames)

 

Foreman_qcif  News_qcif Silent_qcif Akiyo_cif    sequence 
parameters original W m(1:1) Original W m(1:1) Original W m(1:1) Original W m(1:1)
 Asnry(db) 38.76 38.72 40.11 40.04 39.28 39.22 41.60 41.55 
 Asnru(db) 42.10 42.08 42.60 42.60 42.01 42.02 43.39 43.39 
 Asnrv(db) 43.85 43.86 43.41 43.41 42.93 42.91 44.46 44.44 
Totalbits(bits) 596504 597880 356704 358336 400488 403536 174592 176336 
Bit rate(kbps) 279.61 280.26 167.21 167.97 187.71 189.16 81.84 82.66 
Total time(s) 181.312 185.579 164.456 179.369 165.766 175.925 154.373 176.854 
Embedded_bits  12  15  12  2 
BIR (% )  0.232  0.4545  0.7724  1.002 
ABER (% )  46.67  51.136  35.577  62.5 
ABER w ith RS 
coding ( % ) 

 0  0  0  0 

W BR(bps)  5.625  7.0312  5.625  2.16 
 

From Table 2, the effect of the performance of encoding efficiency caused
by watermarking is very small compared with original encoding efficiency and
the robustness to re-encoding with RS coding is very strong (ABER without
RS coding is much larger than that with RS coding). From the point, Reed-
Solomon code is very optimal to correct most error bits and it can gain the
optimal performance if P is selected properly.

When the watermarked video is attacked, the synchronization between the
embedding and extracting will be destroyed. Moreover, the effect of synchroniza-
tion is different with different attacks.

Figure 5 shows BER curves at the attacks of re-encoding, frame rate chang-
ing, frame dropping and sharpening (original video is compressed at the quan-
tized step of 27; re27 means the video is re-compressed at 27 and re10 means
it is re-compressed at 10; frame dropping and sharpening mean the video is de-
compressed first, then an arbitrary frame is dropped and all the I frames are
sharpened, finally re-compressed at 27).

 

Fig. 5. BER at the attacks of sharpening, frame dropping and re-encoding News.yuv

Where non watermark curve represents the BER of video without watermark.
From the figure 5, BER is limited in 20 when the video is re-compressed at
quantized step of 27 and 10. BER is oppositely large at first frames in dropping
and sharpening curves, but it is decreased when I frames are increased.
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4 Conclusion

This paper presents a novel blind video watermarking algorithm MEW. MEW al-
gorithm includes re-embedding, optimal retrieving and watermark coding. These
strategies are used to guarantee the encoding efficiency and the robustness of wa-
termarking. As the experimental results prove, the performance of MEW is very
excellent. MEW algorithm has such advantages as low time complexity, large
watermark payload and strong robustness to re-encoding. We only use MEW
to embed the watermark in I frames, in fact, P or B frames can also be used
to embed more watermark bits or improve the robustness of watermarking. We
use H.264 compression standard to test our algorithm and it can be extended to
other standards as MPEG-2, MPEG-4 etc.
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Abstract. In this paper, a novel fragile watermarking is proposed. It is
different from the common fragile watermarking, which uses the crypto-
graphic digital signature of an image or image blocks as authentication
information, because two new conceptions, mass and centroid in physics
are introduced into our scheme and the fragile watermarking is designed
based on them. The mass and the position of centroid are used as authen-
tication information for the image block. Since two random sequences are
applied to randomize the abscissa and ordinate of an image block’s cen-
troid, the algorithm can successfully avoid the drawback of cryptographic
hash function, which suffers the famous birthday attack. When attackers
tamper the image, the mass and the position of centroid are changed,
with the changes of them, we can effectively locate the tamper done to
the image. Experimental results show that this watermarking can detect
and locate any change made to an image.

1 Introduction

With the rapid development of computer science and network technology, com-
munication and exchange of multimedia information have stretched to an un-
precedented depth and width. Multimedia information, however, often suffers
from all kinds of accident or deliberate tampering, which makes people become
suspicious about the integrity and authenticity of images, audio and video. If
tamper touches upon state security, evidence provided in the court and historic
documents, it may cause negative social influence and major political or eco-
nomic loss. Therefore, how to verify the integrity and authenticity of digital
media has become a severe problem. Fortunately, as a branch of multimedia
watermarking technology,fragile watermarking provides a solution to this prob-
lem for us. Fragile watermarking is usually applied to integrity authentication
and local tamper detection. Any manipulation done to multimedia will lead to
incorrect watermark extraction resulting in verification failure.

Recently, many fragile watermarking techniques have been proposed for the
purpose of integrity authentication and local tamper detection. The earliest frag-
ile watermarking was based on least significant bit (LSB)[1][2]. Even if a single
pixel is changed the watermark will be destroyed, thus the changed area can be
located. However, the disadvantage of this method is that attackers can modify

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 441–448, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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images by changing the bits on other bit planes while keep their LSB unchanged.
Wong [3][4] propose a method which partitions the image into sub-blocks and
then use a cryptographic hash function such as MD5, to compute the digital sig-
nature of each image block and the size of the whole image. With the signature
as authentication information, the scheme embeds watermark into the LSB of
every image block. The improved algorithms were proposed in [5][6][7].

In this paper, we propose a new fragile watermarking based on the mass
and centroid of an image. The rest of this paper is structured as follows. Both
concepts of mass and centroid are briefly introduced in Section 2. And then the
embedding algorithm will be described in Section 3. In Section 4, the watermark
extraction and verification will be presented. Finally, experimental results are
given in Section 5 followed by the conclusions in Section 6.

2 Mass and Centroid of Image and Calculation

It is well known that every object in the universe has its mass and centroid.
Mass reflects how much substance it contains and centroid shows the central-
ized position of its substance. Take a discrete substance system in a rectan-
gular coordinate system for example, we suppose the mass of every point is
mi(i = 1, 2 · · · · · ·n), and the coordinate of every point is (xi, yi). Its total

mass is M =
n∑

i=1
mi and its centroid is (X, Y ) where X =

1
M

n∑
i=1

mi × xi,

Y =
1
M

n∑
i=1

mi × yi. One digital grayscale image is obtained by taking discrete

samples of a continuous image. Correspondingly, a discrete grayscale image can
be regarded as the discrete substance system in physics and the grayscale level
of every pixel is the mass of this point. Thus, an image has its mass and cen-
troid. Let I denote a grayscale image of size m×n and a rectangular coordinate
system is established for I. The point (1,1) in the rectangular coordinate system
corresponds to the pixel at left bottom corner and the point (m, n) is the pixel
at the right up corner. The level distance between two pixels is the unit length
of the rectangular coordinate system. In this way, all the pixels have their cor-
responding integer coordinates (see Fig.1). Let f(x, y) represent the grayscale
level of the pixel at point (x, y) in the rectangular coordinate system. The total
mass is M and the centroid coordinate is (X, Y ). The formulas are:

M =
m,n∑

x,y=1

f(x, y) (1)

X =
1
M

m,n∑
x,y=1

f(x, y) × x (2)

Y =
1
M

m,n∑
x,y=1

f(x, y) × y (3)
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Fig. 1. Image in coordinate

 

Fig. 2. Dividing the coordinate

Obviously, M in the formulas means the sum of all grayscale level in this
area and (X, Y ) represents the centralized position of grayscale.

3 Embedding Algorithm

Since an image has its mass and centroid, image blocks also have mass and
centroid. The mass and centroid of image blocks are used as authentication
information to verify every image block one by one. According to formulas (1),
(2), (3), once attackers know the grayscale level of every pixel in an image block,
it is very easy for them to calculate the mass and centroid. Hence if attackers
use these formulas to attack the watermarking system, the system is vulnerable.
For the sake of security, we will improve the centroid formula when we verify
each image block.

Let A denote the original m × n grayscale image. Image A is partitioned
into non-overlapping sub-blocks. These sub-blocks are arranged in raster-scan

sequence with Ai denoting the ith block. (i = 1, 2, · · · · · ·
⌈

m × n

k × l

⌉
). We generate

two integer random matrixes RMX and RMY of size m × n with K1 and K2
as the private keys. The value of Elements in RMX and RMY is integer within
1 ∼ α. Then they are partitioned into non-overlapping matrix of size k × l just
like partitioning A. Let RMXi and RMYi denote the ith matrix respectively.
RMXi and RMYi will be used to improve the centroid calculation formulas of
image blocks. We use a binary matrix W (its elements are 0 or 1) of size m × n
as the watermark information and partition it into sub-matrix Wi of size k × l
corresponding to the image sub-block Ai.

3.1 Improved Centroid Calculation Formulas

The derivation of the improved centroid calculation formulas for image blocks
can be summarized as following three steps:
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Step 1. We form the corresponding block Ai where each element in Ai equals
the corresponding element in Ai except that the LSB is set to 1. And then the
corresponding rectangular coordinate system is established for image block Ai

just like establishing coordinate for images. That is, the point (1,1) corresponds
to the pixel at the left bottom corner and the point (k, l) corresponds to the pixel
at the right up corner of the image block. Let fi(x, y) stand for the grayscale
level of the pixel whose coordinate is (x, y).

Step 2. We calculate the mass of image block Ai, Mi =
k,l∑

x,y=1
fi(x, y). The

maximum of pixel grayscale level is 255, so obviously Mi � 255 × k × l, Mi can
be represented by s = �log2(255 × k × l + 1) bits.

Step 3. Let (Xi, Yi) denote the centroid’s coordinate of image block Ai and
(RXi, RYi) denote the improved centroid’s coordinate. Now, the improved cen-
troid (RXi, RYi) of image block Ai can be represented as:

RXi =
1

Mi

k,l∑
x,y=1

fi(x, y) × RMXi(x, y) × x (4)

RYi =
1

Mi

k,l∑
x,y=1

fi(x, y) × RMYi(x, y) × y (5)

3.2 Locating The Improved Centroid

It is well known that the centroid of a solid convex object should be inside this
object. Hence the abscissa and ordinate of centroid (Xi, Yi) of image block Ai

should fall into the interval [1, k] and [1, l] respectively. From the formulas (4)
and (5), it is easy to see that the abscissa of the improved centroid (RXi, RYi)
should belong to interval [1, α × k] and the ordinate should belong to interval
[1, α × l]. The process of locating the centroid is described as follows:

Definition 1. The minimum variation rate of the improved centroid’s position.
Because the variation of substance distribution will lead to the change of an
object’s centroid, similarly the change of pixel grayscale will result in the change
of the improved centroid’s position of image blocks. For example, the variation of
grayscale level of the pixel whose coordinate is (c, d) in the ith image block is Δ,
its corresponding random variables are RMXi(c, d) and RMYi(c, d). The mass
of the image block is Mi. Then the variation of the improved centroid’s abscissa
caused by the change of this point’s grayscale level is Δ × c × RMXi(c, d)/Mi

and the variation of its ordinate is Δ × d × RMYi(c, d)/Mi. It is evident that
if Δ, c or d, RMXi(c, d) or RMYi(c, d) equals 1 in the above formulas and its
mass Mi is 255 × k × l, the variation of its abscissa and ordinate is the smallest:

rmin =
1 × 1 × 1

255 × k × l
. We define rmin =

1
255 × k × l

as the minimum variation

rate of an image block’s centroid.
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If the minimum variation rate of the improved centroid rmin can be de-
tected, certainly other variation can be detected. In order to detect the vari-
ation of the improved centroid, the abscissa and ordinate interval of the im-
proved centroid are divided. At first, we divide the abscissa interval of the
improved centroid [1, α × k] into 2p intervals equally and index each interval
from 0 to (2p − 1) (See Fig. 2). Now every interval can be represented by

p bits, where p =
⌈
log2(

α × k − 1
rmin

)
⌉
. Obviously, the width of every interval

(α × k − 1)/2p is less than or equals rmin. As for the ordinate, we can find an

integer q =
⌈
log2(

α × l − 1
rmin

)
⌉

and divide the ordinate interval of the improve

centroid [1, α × l] into 2q intervals equally. It is apparent that the width of ev-
ery interval (α × l − 1)/2q is less than or equals rmin. We index these intervals
from 0 to (2q-1)(see Fig. 2) and use q bits to represent each interval. The ab-
scissa and ordinate of the improved centroid must fall in a certain interval or
on the boundary of intervals we have divided. When it falls on the boundary,
it is considered in the previous interval. Because the width of every interval is
less than or equals rmin, when the grayscale level of an image block changes, its
improved centroid’s abscissa and ordinate must fall in other intervals or on other
boundaries. Therefore, we can make sure that the improved centroid’s position
has been changed.

Let IDXi denote the index of the interval which the improved centroid ab-
scissa fall in and IDYi denote the index of the interval which the improved
centroid ordinate fall in, then we can get:

IDXi =
⌊

RXi

(α × k − 1)/2p

⌋
− 1 (6)

IDYi =
⌊

RYi

(α × l − 1)/2q

⌋
− 1 (7)

3.3 Watermark Insertion

This process involves generating embedding information and inserting it into the
LSB of image block Ai. First, we represent Mi, IDXi, IDYi using s, p, q bits
and arrange them into a k × l binary matrix Pi. (If s + p + q < k × l, use 0
to fill the vacancy. If s + p + q > k × l, the bits that are more than k × l bits
will be discarded.) We combine Pi with Wi using an exclusive or function. That
is, we compute W̄i = Pi ⊕ Wi where ⊕ denotes the element-wise exclusive OR
operation between the two blocks. Then we use private key K to encrypt W ,
Ci = Ek(W̄i) and insert Ci into the LSB of image block Ai.

4 Watermark Extraction and Verification

It has been known that the change of pixel grayscale level will lead to the change
of improved centroid’s position and mass. When we verify image blocks, by only
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(a) (b)

(c) (d)

Fig. 3. (a) Original image (b) Watermarked image (c) Tampered watermarked image
(d) Detection result

detecting whether the position of the improved centroid or mass is changed or
not, we can find out whether pixel grayscale level changes or not. We partition
the image into blocks just like embedding algorithm and split the verification
image block Vi into two parts Zi and Qi. Zi is the LSB part of the image block.
For Qi, each element in Qi equals the corresponding element in Vi except that the
LSB is set to 1. After the same processing in embedding algorithm exerted on Qi,
we represent M ′

i , IDX ′
i and IDY ′ using s, p, q bits and arrange them into k × l

binary matrix P ′
i . M ′

i is the mass. IDX ′
i and IDY ′ are the index of the interval

which the improved centroid’s abscissa and ordinate fall in respectively. Then
we use private key K to decipher Zi, Ui = Dk(Zi) and compute Ei = Ui ⊕ P ′

i

using an element-wise exclusive or procedure. It is obvious that if Ei is the same
with its corresponding embedding watermark block Wi, there is no variation
happened to the mass and position of the improved centroid and image block Vi

pass the verification. Conversely, this image block does not pass the verification.

5 Experimental Results

To demonstrate the feasibility of our scheme, a test has been done. The test we
do is that random tampering the image. The famous Lena image of size 512×512
is used as the test image. We apply the method described above to partition the
image into image blocks of size 8 × 8 equally and generate two random matrixes
RMX and RMY with 512 × 512 elements by the private keys. The value of
elements in them is integer within 1 ∼ 128. As for every image block, we use
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Table 1. Experimental results

 

14 bits to represent the mass of an image block and 24 bits to represent the
abscissa and ordinate position information of the improved centroid respectively
to form authentication information. Private key symmetric encryption function
has been applied to encrypt the bits series, which generated by the combination
of the watermark and the authentication information. (Certainly, we can employ
some more complicated encryption algorithms to encrypt the bits series to make
the bits series more secure.) The following images are experimental results. Fig-
ure 3(a) is the original 512× 512 grayscale Lena image. The watermarked image
is given in Fig. 3(b). We can see that the watermarked image has good quality
with a peak-signal-noise rate (PSNR) of 51.0db.The tampered watermarked im-
age, where we tamper the hair of the girl on the back of her shoulder and the eye
of her is shown in Fig. 3(c). Figure 3(d) is the detection result of tampered area.
It indicates that our scheme can successfully detect the tamper. (The white area
in the detection result means the places where the image has been tampered.)
We also use the same way to test other images, experimental results are shown
in Table 1. From the results, we can draw the conclusions that our method can
effectively detect the tampering for all kinds of images.
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6 Conclusion

In this paper, we present a novel watermarking scheme to authentication for
images. The image authentication method is based on the mass and centroid
of images. The algorithm can effectually verify every image block by detecting
the variation of the mass and centroid, thus the tampered area can be located.
Experimental results show this kind of fragile watermark can detect effectively
any tamper done to the image and locate the tamper without the original image.
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Abstract. MPEG-21 Digital Item Adaptation (DIA) provides digital
items being adapted according to user preferences and terminal capabili-
ties. This paper considers the implementation of stereoscopic adaptation
in the DIA Testbed being composed of a DIA server, a client, and a net-
work interace module. User preferences considered for the stereoscopic
adaptation are the types of stereoscopic parallax, the range of 3-D depth,
and the interval of a previous frame. Such descriptors are sent to the DIA
server in the form of XML. Then, the server adapts the descriptors as
well as resources and transmits them to the client. At the server side,
MPEG-1 video is converted into stereoscopic MPEG-4 video. Upon re-
ceiving the streamed video in RTP, the client displays the stereoscopic
video. RTP/RTSP and TCP/IP protocols are used to deliver various
types of data between the client and server.

1 Introduction

The vision for MPEG-21 is to define a multimedia framework to enable
transparent and augmented use of multimedia resources across a wide range
of networks and devices used by different communities [1]. Digital Item is a
structured digital object including resource and and descriptor, which is a
fundamental unit of distribution and transaction within MPEG-21 multimedia
framework. Digital Item Adaptation (DIA) is one of main MPEG-21 parts. The
goal of the DIA is to achieve interoperable transparent access to multimedia
contents by shielding users from network and terminal installation, management
and implementation issues. This will enable the provision of network and
terminal resources on demand to form user communities where multimedia
content can be created and shared.

There are a variety of digital items and their associated adaptation methods.
For instance, the adaptation of image, video, audio, graphics, etc is introduced
in the standard. Among various digital items, this paper considers stereoscopic
adaptation or conversion, in which 2-D video is adapted or converted into stereo-
scopic video (2D-to-3D stereoscopic conversion). For its practical application, we
propose MPEG-21 DIA Testbed that implements such adaptation over a net-
work. Our proposed DIA Testbed is composed of a DIA server, a client, and a
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network interface module (NIM) where DI resources are adapted according to
user-preference descriptors defined by MPEG-21 DIA [3]. The descriptors that
manage the stereoscopic adaptation are the types of parallax, the range of depth,
and the interval of a previous frame. Client’s descriptors are delivered to a DIA
server across a network. Then the DIA server transports adapted DI to the
client using RTP (Real-time Transport Protocol)/RTSP (Real-time Transport
Streaming Protocol) for real-time streaming [7,8].

This paper is organized as follows. The following section describes the overall
architecture of DIA Tested. Section 3 presents s stereoscopic conversion method
and some experimental results. Section 4 describes the structure of a network
interface module. The implementation of the Testbed is presented in Section 5
followed by the conclusion of Section 6.

2 Overview of DIA Testbed

Figure 1 shows how the stereoscopic adaptation is carried out as defined in DIA
standard. The digital item is separated into D (descriptor) and R (resource) by
DEMUXER. In the Resource Adaptation, the 2-D video resource, R is converted
into stereoscopic video, R’ by three stereoscopic descriptors such as ParallaxType,
DepthRange, and MaxDelayedFrame in the Descriptor Adaptation block. Similar
to R, D is also modified to a new D’. The new descriptor D’ and resource R’ form
a stereoscopic digital item that would be delivered to a client over a network.

Fig. 1. The stereoscpic adaptation of DIA

The overall architecture of our proposed DIA Testbed whose main parts
are a DIA server, a client, and a network interface module (NIM) is shown in
Fig. 2. At the side of the client, main modules are a User Preference that chooses
user preferences, a Content Digital Item (CDI) Description Generator that pro-
duces CDI.xml, a conteXt Digital Item (XDI) Description Generator that pro-
duces XDI.xml, and Digital Item Player (DIP) that displays a stereoscopic DI.
Three descriptors stored in the XDI.xml are ParallaxType, DepthRange, and
MaxDelayedFrame. Besides, the resource is stored in CDI.xml. The client re-
quests an adapted DI using DIA Negotiation Message (DIANM) of CDI.xml and
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Fig. 2. DIA Testbed is composed of a client, a DIA server, and a network interface
module (NIM)

XDI.xml [6]. The XML files are transmitted to the DIA server through NIM.
The DIA server consists of a description parser that parses the XML files, a 2D-
to-3D converter, and a format converter for MPEG-1 to MPEG-4 transcoding.
RTP and RTSP are used for streaming and transmission controls of MPEG-4 re-
source, respectively. As well, the XDI.xml containing the descriptors is delivered
in TCP/IP.

3 Stereoscopic Conversion Method

This section presents a methodology underlying a stereoscopic conversion by its
associated stereoscopic descriptors as well as some experimental results. There
are reported various conversion schemes [4,5]. One of stereoscopic conversion
schemes is to make use of a delayed (previous) image. Based on this, we will de-
scribe how 2-D video is converted into a stereoscopic video under the descriptors.

Suppose that an image sequence is {· · · , IK−3, IK−2, IK−1, IK , · · ·} and IK

is a current frame. One of previous frames, IK−i (i ≥ 1) is chosen. Then, a
stereoscopic image consists of IK and IK−i . If the current and previous im-
ages are appropriately presented to both human eyes as in Table 1, then the
user feels the 3-D stereoscopic perception [9]. MaxDelayedFrame determines the
amount of i value. Thus, the larger it is, the more depth the user feels. Figure 3
shows four stereoscopic images that were converted from an MPEG-1 2-D Fun
sequence, where MaxDelayedFrame is varied in [1,4]. The top field of a left im-
age and the bottom field of a right image are interlaced. It is observed that the
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Table 1. The selection of left and right images according to camera and object motions

Camera Motion Object Motion Left Image Rigth Image
Right None Previous Current
Left None Current Previous
None Right Current Previous
None Left Previous Current

Fig. 3. Stereoscopic images with varying MaxDelayedFrame in [1,4]

disparity between the two images increases being proportional to the value of
MaxDelayedFrame.

ParallaxType represents the types of parallax being composed of positive
parallax and negative parallax [10]. This descriptor would control the positive
and negative parallaxes in the stereoscopic adaptation of 2-D video. For a simple
example, we use an MPEG-1 2-D Flower and Garden sequence. Figure 4 shows
the interlaced stereoscopic images with positive parallax or negative parallax
that could be generated by switching left and right images. In (a), a current
image and a previous image are displayed to left and right eyes, respectively,
where 3-D depth is perceived in the negative parallax. By switching the two
images like in (b), the scene is perceived in the positive parallax.

DepthRange indicates the range of 3-D depth perceived by the user and is
defined as the distance between a monitor screen and a 3-D location of an object.
The distance could be normalized at [0,1]. The DepthRange applies identically to
the positive and negative parallaxes. For the positive parallax, the range of depth
increases by shifting a right image to the left direction with a left imaged fixed.
On the contrary, shifting it to the right direction decreases the range of depth.
Figure 5 shows the interlaced stereoscopic images with varying DepthRange.
As it increases, a greater disparity between the two images is observed, thus
producing more 3-D depth range.
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Fig. 4. Two stereoscopic images with different parallax types. (Left) negative parallax
and (Right) positive parallax

Fig. 5. Stereoscopic images with varying DepthRange of 0.05, 0.35, 0.65, and 0.95

4 Network Interface Module

Protocols directly related to DIA Testbed can be classified as network layer
protocol, transport protocol, and session control protocol. Figure 6 shows the
protocol stacks illustrating their relationship. At the server side, the resource
of A/V DI is packetized at the RTP layer. The RTP packets are streamed to
the UDP layer and the IP layer. The final IP packets are transported over the
Internet. For the stream control, the client’s control signals are packetized and
streamed to the RTSP, TCP and IP layers. CDI.xml and XDI.xml are trans-
ported to the client using the TCP layer and the IP layer.

In the DIA Testbed, RTP and RTSP are used for the real-time transmission
of stereoscopic digital items. RTP provides the following functions in support of
media streaming: timestamping, sequence numbering, payload type identifica-
tion, source identification, and so forth. RTSP is a session control protocol for
streaming media over the Internet [8]. One of the main functions of RTSP is
to support VCR-like control operations such stop, pause/resume, fast forward,
and fast backward. In addition, RTSP also provides means for choosing delivery
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Fig. 6. Protocol stacks of DIA Testbed

channels (e.g., UDP, multicast UDP, or TCP) and delivery mechanism based
upon RTP. In RTSP, each presentation and media stream is identified by an
RTSP universal resource locator (URL). The following four RTSP messages are
used: DESCRIBE, SETUP, PLAY, and TEARDOWN [8].

1. DESCRIBE: On receiving, the DIA server establishes a connection with a
client, and examines whether a digital item is present at the server at RTSP
URL. SDP parser extracts SDP and other information is sent to the client.

2. SETUP: DIA server sets port numbers of the server and client.
3. PLAY: The digital item is packetized and transmitted to the port number

set by SETUP.
4. TEARDOWN: DIA server terminates the connection with the client and

releases any allocated resources. Besides, the server returns to a wait state
for the future connection with the client

5 Experiments

The DIA server has an MPEG-1 decoder, a 2D-to-3D converter, a Negotiation
Message (NM) parser, and an MPEG-4IP processing unit. NIM has RTP/RTSP
/UDP and TCP/IP modules. The client has a user preference window, a NM
parser, and a Digital Item Player (DIP). MPEG-1 encoded sequences are stored
in the DIA server. If the client transmits NM over the Internet, then the DIA
server converts an MPEG-1 video into a stereoscopic MPEG-4 video and subse-
quently MPEG-4IP for video streaming. Besides, NM is also modified and trans-
mitted to the client at the TCP/IP layer. Finally, the client parses the received
NM and DIP playbacks the stereoscopic video. Most of functions are written in
C/C++. MPEG-4 RTP packetization modules are based upon Darwin Stream-
ing Server. The client modules are written based on MPEG-4IP wmplayer. In the
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Fig. 7. The client DIANM window

Fig. 8. DIP of a client showing stereoscopic video streamed over an Internet

design of the software, the following four classes are defined: CRTSPResponse,
CRTSPmsg, CMP4RTP and CRTPServer. CRTSPResponse class manages the
response on RTSP messages. CRTSPmsg class parses RTSP messages. Then,
CRTSPResponse class sends its response to the client. CMP4RTP class ana-
lyzes MP4 file and produces RTP payload. CRTPServer class is a main one that
establishes a connection with the client.

Figure 7 shows the client’s user preference window setting DIA NM that
would be delivered to the DIA server. 2D-to-3D stereoscopic conversion menu
has ParallaxType, MaxDelayedFrame and DepthRange which are represented
by Parallax Type, Delayed Frame and Depth Range, respectively. Additionally,
Rendering Format indicates five formats of stereoscopic video which are inter-
laced and four other anaglyph modes. When setting MPEG-4 button active, the
stereoscopic video is encoded in MPEG-4IP at the side of DIA server. CDI.xml
and XDI.xml are transmitted to the DIA server. Then, the DIA server parses
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the two XML files and adapts the MPEG-1 video to stereoscopic MPEG-4 video
according to the descriptors of XDI.xml. Figure 8 shows the DIP window of
MPEG-4 video adapted according to user preferences.

6 Conclusion

In this paper, we presented the MPEG-21 DIA Testbed focusing on the stereo-
scopic adaptation of 2-D video in the network environments. For the implemen-
tation, we developed a testebed being composed of a DIA server, a client, and an
NIM. The DIA server consists of a description parser, a 2D-to-3D converter, and
a format converter and was designed to convert 2-D video to 3-D stereoscopic
video according to descriptors sent by the client. At the client side, main modules
are a user preference, a CDI generator, an XDI generator, and a Digital Item
Player. For the efficient transmission of DIs, RTP/RTPS/UDP and TCP/IP
are used because various types of data require appropriate network protocols.
The adapted stereoscopic video is packetized at RTP layer and transmitted to
the client in the Internet. It was demonstrated that adapted video are properly
streamed to the client.
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Abstract. An MPEG-4 scene is the specification for generating inter-
active multimedia contents. Each object constituting an MPEG-4 scene
runs according to its own run time. Likewise, it should support the up-
date of predefined temporal relations and attributes by the user event
taking place during run time. Nonetheless, BIFS, which is the scene de-
scription of MPEG-4, does not support the temporal relations among
the objects; neither is it capable of controlling the variance of temporal
properties by user events. This paper defined the temporal relations and
its related events that are helpful to the effective authoring of MPEG-4
and introduced temporal constraints to generate error-free scenes for user
events taking place during run time. Furthermore, an authoring system
of MPEG-4 contents was developed together with this application.

1 Introduction

MPEG-4 scene consists of various multimedia objects, with each object played
at its own playing time. For efficient authoring of the audio/visual object that
composes the MPEG-4 scene, it is important to author the playing time for
each object and temporal relation [1–3]. However, the time model of MPEG-4 is
based on time-stamped events and does not offer a method to express temporal
dependence among audio/visual objects [4]. Likewise, the MPEG-4 scene is de-
fined to handle the user event that occurs during the play. Therefore, it should
handle the variation of playing time and relationship of each object by the user
event that occurs during the play, as well as the temporal relation among the ob-
jects. Furthermore, constraint of user event production is needed for the object
in which the temporal relation is established to maintain temporal consistency,
even if the event happened already.

Regarding researches related to this research, BIFS (BInary Format for
Scene) [5] is a scene description language of MPEG-4 and its authoring tool. BIFS
of MPEG-4 is a scene format made up of audio/visual nodes such as audio, video,
and 2D and 3D geometric body, property-representing node, and event-related
node, etc. The node and field of BIFS were designed based on VRML [6]. The
� This work was supported by grant No.(R04-2002-000-20026-0) from the Basic Rese-

arch Program of the Korea Science & Engineering Foundation.
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playing time for each object in BIFS is based on time-stamped event, and each
object’s starting and ending time of play appear separately. That is, temporal
relation with other objects and event-related time variation are not defined. For
the MPEG-4 content authoring system, there are [Boughoufalah et al. 2000] [4],
[Viljoen et al. 2002] [7]. These authoring tools offer visual authoring environment
and write the time information among the objects using the time setting bar.
They provide sequential and parallel play relationship as the object temporal re-
lation but the handling play time according to the user event is not satisfactory.

This paper defines the playing time and relationship of the object to the
user event for the MPEG-4 scene with dynamic characteristic, and creates an
MPEG-4 content authoring system that supports an error-free scene play for
this relationship setting. The proposed temporal constraint supports the playing
order, time, and time variation by the user event during the play. Likewise,
the constraint about temporal relation and event setting is defined to give
consistency about the written temporal relation. Proposed authoring system
composes the scene and it is easy to use for common users without knowledge
about MPEG-4 as it offers a visual authoring environment, and can write time
and event. Chapter 2 discusses the temporal constraints of the making temporal
relations among audio/visual objects and user interaction. Chapter 3 shows
the MPEG-4 content authoring system that supports the temporal relations.
Chapter 4 illustrates the development and evaluation authoring system. Lastly,
Chapter 5 gives the conclusion.

2 The Definition of Time-Related Event
and Temporal Constraints

2.1 Temporal Relations and Constraints

The temporal relation for each object comprising the MPEG-4 Scene is defined
by analyzing the MPEG-4 systems. The temporal relation Tr is defined as fol-
lows.

Tr={Equal,Overlap,During,CoStart,CoEnd,Sequence,After,Exclusive}
This paper considered various cases for ensuring flawless contents when setting
up temporal relations and events. Table 1 shows the constraints for the temporal
relation, which can be established when making the MPEG-4 scene. mi and mj

in Table 1 represents the arbitrary audio-visual relationship. Δt represents the
time segment greater than 0. If the audio-visual object comprising a scene as m
is represented, the time attribute of m is defined as follows.

m = (m.s, m.e, m.d, m.md)

m.s represents the start time of the play of the object and m.e represents the end
time of object. m.d represents the play continuation time and m.md represents
the maximum continuation time. Sequence relationship requires that end time
of mi coincides with the start time of mj , while the Costart relationship requires
that the start time of mi should coincide with the start of mj . CoEnd relationship
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Table 1. Temporal relations and constraints

Temporal relations Constraints

Sequence(mi, mj) mi.e = mj .s
CoStart(mi, mj) mi.s = mj .s
CoEnd(mi, mj) mi.e = mj .e
Equal(mi, mj) (mi.s = mj .s) ∧ (mi.e = mj .e)
Overlap(mi, mj) (mj .s - mi.e ≤ Δt) ∧ (mi.s - mj .s ≤ Δt) ∧ (mi.e - mj .e ≤ Δt)
During(mi, mj) (mi. s - mj .s ≤ Δt) ∧ (mj .e - mi.e ≤ Δt)
After(mi, mj) mi.e - mj .s ≤ Δt
Exclusive(mi, mj) (mi.s = mj .s) ∧ (mi.e = mj .e)

requires that the end of mi should coincide with mj , while Equal relationship
requires that the start and end of mi should coincide with those of mj . Overlap
relationship requires that the start of mi is earlier than the start of mj and the
end of mi is later than the start of mj . During relationship requires that the
start of mi play is earlier than the start of mj play and end of mi play is later
than the end of mj play. After Relationship requires that the end of mi be earlier
than the start of mj . The Exclusive relationship requires the same constraints
as the Equal relationship.

2.2 Time-Related Events and Constraints

The time-related event E established for the MPEG-4 scene is as follows.

E={eStart, eStop, eScale, eOrder, eChangeTr, eHyperLink}
eStart event determines the start of the object play dynamically according to
the user events. eStop event determines the end time of an object dynamically
according to user events. eScale event extends or shortens the play continua-
tion of an object. eOrder event alternates the order of object play. eChangeTr
event changes the static temporal relation established for an object to another
temporal relation. ehyperLink is an event to change a scene to another that is
connected to it. The following are the handling methods for each event.

(1) eStart event
Investigates if the object to which an event is established has temporal relation
with an-other object. If it has temporal relation with another, it finds all objects
that have direct or indirect relationship with it. All related objects are affected
by the eStart event and the temporal relation established earlier is kept after
recalculating the playing time from the event start time.

(2) eStop event
If eStop event happens for an object, the corresponding event ends. If there
is an object, which has a temporal relation with the terminated object, it
recalculates the playtime since the event happens and keeps the temporal
relation established earlier.
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(3) eScale evernt
If an event happens, the object playtime is changed. The play continuation time
of the changed object, md, should be greater than 0 and smaller than the object’s
maximum play continuation time, m.md.

0 < m.d < m.md

(4) eOrder eventt
The constraint for establishing events is the temporal relation, tri has After
relationship with Sequence.

tri ∈ { Sequence, After }

(5) eHyperLink event
If an event happens, the object played earlier is terminated and the connected
object is played.

(6) eChangeTr event
Since the object playtime is not changed for the object whose temporal rela-
tion is already established, it cannot be changed regardless of the constraints,
while in some cases it can be changed regardless of constraints. Table 2 lists the
constraints for the changeable temporal relation when the constraint is satisfied.

In Table 2, mi and mj are arbitrary audio visual object different to each
other and unit of Δt is second. If the relationship of mi and mj is changed
from Sequence, After or Overlap to Equal or Exclusive, the constraint that the
play continuation time of mi and mj should be equal has to be satisfied. If the
relationship of mi and mj is changed from Sequence, CoStart, CoEnd, After or
Overlap to During, the constraint that the play continuation time of mi and mj

should be equal has to be satisfied.

Table 2. Constraints according to the change of temporal relation

Relationship change Constraints

Sequence(mi , mj) → Equal(mi , mj),Exclusive(mi , mj) mi.d = mj .d
Sequence(mi , mj) → During(mi , mj) mj .d - mi.d ≤ Δt
CoStart(mi , mj) → During(mi , mj) mj .d - mi.d ≤ Δt
CoEnd(mi , mj) → During(mi , mj) mj .d - mi.d ≤ Δt
After(mi , mj) → Equal(mi , mj), Exclusive(mi , mj) mi.d = mj .d
After(mi , mj) → During(mi , mj) mj .d - mi.d ≤ Δt
Overlap(mi , mj) → Equal(mi , mj), Exclusive(mi , mj) mi.d = mj .d
Overlap(mi , mj) → During(mi , mj) mj .d - mi.d ≤ Δt
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3 MPEG-4 Scene Authoring System

This chapter states the MPEG-4 authoring system supports the time-related
event authoring and suggests the authoring environment for establishing a tem-
poral relation, a method for generating scene composition tree and a method for
generating written scenes with MPEG-4 stream.

3.1 Generating MPEG-4 Scene

This MPEG-4 authoring system enables users to make contents easily, fast and
effectively by providing visual and intuitive user interface. The process for gen-
erating MPEG-4 stream by writing the MPEG-4 Scene is shown in Figure 1.

Fig. 1. MPEG-4 Scene generation Process

Users can author the audio-visual object, temporal relation, route, and com-
mand information visually through the user interface. Inspecting the validity of
temporal relation established between objects reflects the time information on
the scene tree if the relationship is valid. Otherwise, the author is notified that
the relationship is not valid. The scene tree is composed of the audio-visual ob-
ject written in the user interface with temporal relations, event information, and
attributes. The scene tree is the data structure used in this system. The informa-
tion for generating BIFS and OD(Object Descriptor) is extracted by searching
the scene tree and the BIFS, and the OD file is then generated. The BIFS, OD,
and Stream are composed and encoded to MPEG-4 stream.

3.2 Generation of the Scene Composition Tree
Using Time Constraint Inspection

The suggested event supporting the time constraint model is represented as a
scene tree in a system. N is defined as the set of nodes making up a tree. The
kinds of node comprising a tree are as follows.
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N = { Nm, Ntr, Ne, Np }
Nm : Set of nodes representing audio-visual objects
Ntr : Set of nodes representing temporal relations
Ne : Set of nodes representing time-related events
Np : Set of nodes representing attribute information

of audio-visual objects

For the scene composition tree suggested in this paper, the event node, tem-
poral relation node, and audio-visual node can be a child object of a group object
with the group object as its root. If the temporal relation between audio-visual
objects is not established, the audio-visual object is connected to the group ob-
ject. The latter is connected to the object with temporal relation under its node.
If an event is established to an object with temporal relation, the event node
is placed over its node. The audio-visual object again has an attribute object.
Figure 2 shows the scene composition tree generation process for establishing
the time-related event.

Fig. 2. Scene composition tree generation process for establishing temporal relation
and events.

If the temporal relation tri is established to the audio-visual object list mlist
in the user interface, the Constraint Checker inspects the time constraints with
time attributes included in the mlist object referencing the rules for time con-
straints. If the established temporal relation satisfies the constraints, a time-
related node is generated and inserted in the scene composition tree. If event
ei is established to the audio-visual object mi, it obtains the event-setting rule
and examines if the audio-visual object mi has a temporal relation. If mi has a
temporal relation, all the objects related to mi will have both direct and indirect
temporal relations. ei is established in all the objects with temporal relation with
mi; if they are found to be valid, they are inserted in the scene composition tree.
The event node is inserted as a parent node of the time-related node.
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3.3 MPEG-4 Scene Generation and Stream Generation

In the MPEG-4 scene of the BIFS and OD text file, searching the scene com-
position tree and referencing the BIFS generation rule of MPEG-4, OD rule,
route rule, and command rule generates the OD of an object information. The
scene information is obtained from the scene composition tree, which generates
the BIFS text file. The scene tree is searched from the root node, and each node
generation rule is referenced to write the corresponding node as a BIFS text. The
generated BIFS and OD files are encoded as binary type, and the encoded BIFS,
OD, and media files are incorporated into the MPEG-4 Stream. At this time,
they are encoded into the MPEG-4 stream referencing the NCT(Node Coding
Table), NHI(Node Hierarchy Information), and NDT(Node Data-type Table).

4 Development and Evaluation

This authoring system is developed using MS-Windows XP and Visual C++6.0.
The MPEG-4 content authoring system is based on a visual authoring environ-
ment. The playing time of each object can be established using a time window,
and the temporal relation can be set in the pop-up menu after selecting the ob-
jects for establishing the temporal relation. The time window helps the author
grasp the whole play scenario. It also updates the related objects automatically
when changing the object’s playing time with the temporal relation and con-
straints. Figure 3 is an example of this authoring system establishing temporal
relation and event in audio-visual objects. The playing time of Image1 and Im-
age2 is set in a time window, while the Sequence relationship is set using the
pop-up menu. For establishing a time-related object, the kind of event, target
object, and action is selected in the event definition dialog box after selecting
an object. The target object refers to the objects itself and objects comprising
the contents, whereas the action represents the time-related event defined in this
paper. Figure 4 shows the play of contents where the temporal relation and event

Fig. 3. Temporal relation and event authoring example
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Fig. 4. An example of playing MPEG-4 contents

are authored. The contents comprising object has various temporal relations and
time-related object The validity of the authoring system is verified by examining
if the content is played as intended when time passes or user interaction occurs.
A part in Figure 4 shows the scene when the time is 12 seconds after the start.
Video1 and Audio1 have the Equal relationship, and the eStart event is set to
Video 1. If a user clicks the image button 10 seconds after the start, Video1 is
played by the eStart event, and the Audio event with Equal relationship with
Video1 is played simultaneously. Accordingly, the temporal relation and event
set to Video1 is played with validity. The problem of breaking the Equal relation-
ship when Video1 has the Equal relationship and eStart event simultaneously
occurs for the authoring tools with no time-related events handling scheme. B
part in figure 4 shows the scene 32 seconds after the start. The eHyperlink event
occurs 20 seconds after the start, making Image1 disappear and playing Image3.
In this case, Image2 with the Equal relationship with Image1 disappears and
Image4 with the Equal relationship with Image3 is played.

This authoring system reduces the number of time authoring operation of
each object to support authoring the effective temporal relation. If a playing
time of an object is changed, the playing time of related objects are changed au-
tomatically for the authoring systems supporting temporal relation. If there is
no temporal relation, however, the playing time of each related object should be
changed manually. In the absence of the temporal relation, the n2 authoring oper-
ation is required for the n time changes. In case of supporting temporal relation,
however, the n authoring operation is required for the n time changes, which
enables fast and easy authoring. Furthermore, this authoring system provides
valid temporal relation and has the advantage of automatic update of related
object time according to the constraints in case the playing time changes the
object by defining both the temporal relation for each object and the constraints
that the relationship should satisfy.
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5 Conclusion

This paper suggests the temporal relations and constraints for interactive
MPEG-4 scene authoring. The temporal relations that set the objects making
up the MPEG-4 scene and events are defined, and the constraints and event-
handling method are described. These temporal relations and MPEG-4 contents
with user event will have time attribute changing dynamically by the user event
occurring during play. And it will be played as an error-free content according
to the author’s intention. The MPEG-4 contents authoring system is developed
based on these temporal constraints model. This system provides intuitive and
visual authoring environment to enable users with no knowledge of the MPEG-4
scene constitution to author contents easily. This MPEG-4 content authoring
system provides temporal relation authoring environment, constraint inspec-
tion, scene composition tree generation for the established temporal relation,
and MPEG-4 stream generation according to the MPEG-4 generation rule. This
time constraint model and content authoring system reflect user interaction fully
to overcome the limits of expressing the temporal relation of MPEG-4 contents.
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Abstract. We aim at the realization of automatic adaptive contents
production system of commentary soccer video based on digital shooting
technique which is composed of digital camera work and digital switching
technique for small audience such as a fellow some enthusiast and a
individual. The digital camera work is defined as virtual panning and
virtual zooming. Also, the digital switching is defined as the change of
some virtual camera by controlling rapid change of frame location or
size on a HD(high definition) material video. In this paper, we describe
a method of digital camera work technique focused on players and a ball
as a sub-system of automatic contents production system for commentary
soccer video. The produced video contents with digital camera work is
subjectively evaluated by AHP (Analytic Hierarchy Process).

1 Introduction

In the coming digital age, both a lack of video contents and a prodigious amounts
of work to new interactive services make a serious problem because of increasing
number of digital broadcast channels. Therefore a large quantity of broadcast
contents are strongly required. To such a problem, private sport video contents,
which do not necessarily need professionality of an editor, a switcher and a
camera man, is a key issue to supply for the small audience. The private sport
video contents, however, have not been produced so far because of the production
cost. Therefore, the efficient and automatic content production system is required
at low cost without professionality.

In sport video contents, the soccer game attracts a global viewership. How-
ever, it is said that soccer fans cannot grow up easily in Japan, because process
of soccer game is unclear for amateur about soccer. To solve these problems,
we aim at the realization of an automatic contents production system of com-
mentary soccer video based on a digital shooting technique which is composed
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of digital camera work and digital switching technique. In sports live contents,
zooming is seldom used except for fine adjustment of a frame size. Therefore,
in this paper, we focus on the realization of the digital panning with the fixed
frame size. Although various realization of panning mode can be assumed, we
follow the same camera work used in TV as a foremost task in this paper.

There are many approaches to the contents production system such as
generating highlight [1,2], summary [3,4], reconstruction [5], mosaic [6] and
these elemental technology [7] to sport TV program contents. However, these
produced contents are greatly subjected to restriction of contents production
staff such as a cameraman, editor, switcher, etc. Also, these contents inherit
mistake of camerawork and switching. Therefore, these contents have little
degrees of freedom. The digital shooting has the degrees of freedom higher than
secondary usage of sport TV program contents, because it is able to generate
variant camera work and switching from material video contents taking a whole
soccer court by HD camera. As a related work in automatic retakable shooting
system that we call “one source multi-production system”, Virtual Soccer
Stadium [8] shows a free view in 3D space of soccer court to viewers. However
it is another matter where is shown to viewers. In other words, the soccer video
contents by TV program maker using camera work or switching teach viewers
where to watch as a primary commentater.

In this paper, we describe two control methods of clipping frame in digital
camera work focusing on players and a ball as a elemental technology of contents
production system for commentary soccer video. In Section 2, the digital shoot-
ing is described. In Section 3, experiments of digital camera work focused on
the players are presented. In Section 4, experiments of digital camera work fo-
cused on the ball are presented. In Section 5, we uses AHP, in order to carry out
subjectivity evaluation of the produced video contents with digital camera work.

2 Digital Shooting

In a production of sports live contents by work of cameraman and switcher, a
multiple camera system is used in filming. The digital shooting can be assumed
as an emulation of a virtual multiple camera system by clipping the frame from
HD material video contents taking a whole coverage area by HD camera and by
mapping roughly to frame with the resolution for example SD(Standard Defi-
nition). The digital shooting technique is composed of digital camera work and
digital switching technique. The digital camera work is defined as virtual pan-
ning and virtual zooming. the virtual panning is a video production technique
of clipping a size-fixed frame by controlling frame location on a HD material
video. The virtual zooming is a video production technique of clipping a frame
by controlling frame size. Also, the digital switching is defined as the change of
some virtual camera by controlling rapid change of frame location or size on a
HD material video.

Although the camera work or switching by human in live sport cannot per-
form retaking due to environmental cause, the digital shooting is able to repeat-
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Table 1. Standard and Resolution of High Definition

Standard Screen resolution ratio Screen resolution
1 SD D1:525i,D2:525p 9:16,3:4 720x480
2 HD D4:750p 9:16 1280x720
3 HD D3:1125i,D5:1125p 9:16 1920x1080
4 Next 9:16 3840x2160

edly produce various camera work and switching from material video contents
taking a whole soccer court by HD camera. Therefore the digital shooting pro-
duction system can perform as potential ability the various virtual taking and
meet request of small audience.

In the Digital Shooting, the material video is basically be taken by fixed
HD camera. Therefore the material video does not include the camera work by
human. So the background subtraction method apply to the material video to
extract players and ball. The background subtraction is a simple but effective
method to detect moving objects in video images. These background subtraction
images do not depend on the image color to extract moving objects, hence this
method can apply not only to the grass court but also to the earthen court
and correspond with slow transition of sunshine or illumination by updating
these background subtraction images. However, the material video must include
the whole of soccer court seamlessly for the real system. About this problem,
the seamless material video can be realized technically because panorama video
contents production system using three HD camera(D5 in the Table 1) [9] is
known. In this paper, we used the material video contents including the half-
court taken by one HD camera(D3 in the Table 1).

In the background subtraction process, each binarized images is preprocessed
by a morphological operator (erosion and dilation) to extract a region of player,
and is applied noise reduction processing. Then, the successive regions tempo-
rally are defined as the moving object.

3 Frame Position Control Focused on Players

In this section, we present a method to decide panning mode by using mov-
ing information of soccer players. A shooting method as an emulation of TV
is considered to locate the center of the soccer game process. In the back-
ground subtraction images, moving object such as player can be extracted eas-
ily. In process of the soccer game, however, moving objects exist in the whole
of the soccer court. Then, we focused on the area of those players crowding
and moving quickly near the ball. First, k − th binarized background sub-
traction image is defined as fk. In fk, N moving objects are labeled to iden-
tify such as O1

k,O2
k,O3

k,· · ·,On
k ,· · ·,ON−1

k ,ON
k . The location (x − y coordinate in

the background subtraction image) of a player is P(On
k )(P (On

k )
x , P

(On
k )

y ) com-
puted as a centroid of n − th moving object using the Eq. (1), and P(On

k )
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Fig. 1. Process of extracting centroid of moving objects

generates a trajectory Tn
k by plotting iteratively within the proceeding frames

fk+l(l = 0, 1, 2, · · · , L : L = 59), resulting in the moving information image fk
mov

(the left side in Figure 1) computed by Eq. (2).
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Second, a trajectory centroid Gk(n) = (Gk
x(n), Gk

y(n)) is computed to each
Tn

k (the right side in Figure 1) and the weight Wk(n) = sn is computed as the
number of pixels sn included in each Tn

k . Here, the player’s speed is regarded
high if Wk(n) has high value because it can be assumed that a longer trajectory
means a larger movement of a player. Third, the frame location control point of
panning is defined as a most crowded location. Then, after trajectory centroids
Gk(n) of all moving objects On

k are computed, we approximate a most crowded
location Gk

c (nk) as shown in Eq.+(5) as a location of nk computed by Eq.+(4).

W ′
k(n) =

Wk(n)
Wk,total

, Wk,total =
∑
n∈N

Wk(n) (3)

nk = arg max
n

∑
t∈N,t �=n

W ′
k(t)

{Gk
x(n) − Gk

x(t)}2 + {Gk
y(n) − Gk

y(t)}2 (4)

Gk
c (nk) = Gk(nk) = (Gk

x(nk), Gk
y(nk)) (5)

Finally, the panning trajectory is computed as a linear regression line of
Gk+m

c (nk) (m = 0, 1, 2, · · · , M : M = 59) for each half of M + 1 frames in
order to get the smooth motion of panning. The parameter α and β of the linear
regression line y = αx + β is computed using Eq.(6), Eq.(7) and the amount of
panning movement (xm, ym) per one frame is computed by Eq. (8).

Ḡx(nk) =
1

M + 1

M∑
l=0

Gk+l
x (nk) Ḡy(nk) =

1
M + 1

M∑
l=0

Gk+l
y (nk) (6)
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α =
∑n

l=0(G
k+l
x (nk) − Ḡx(nk))(Gk+l

y (nk) − Ḡy(nk))∑n
l=0(G

k+l
x (nk) − Ḡx(nk))2

, β = Ḡy(nk) − αḠx(nk)

(7)

xm =
2(Gk+(M+1)/2

y (nk) − Gk
y(nk))

α(M + 1)
, ym =

2α(Gk+(M+1)/2
x (nk) − Gk

x(nk))
(M + 1)

(8)

4 Frame Position Control Focused on a Ball

In this section, we present method to decide panning mode using moving infor-
mation of a soccer ball. The ball location is important because the soccer game
progresses following a ball location. However, the ball trajectory is not adequate
to use directly for generating the panning trajectory because a smooth panning
cannot be obtained due to speedy and wiggled movement of the ball. In other
words, the panning mode have to satisfy two contrary essence that the frame
follows the ball quickly if the ball moves widely and speedily, and if the ball
moves wiggly and speedily, the frame follows slowly or not follows. To solve this
problem, we use inside frame such a black frame shown in Figure 2, provided we
index the trajectory of the ball by manual to focus on the control method of the
clipping frame in this paper.

Fig. 2. Frame (white) and Inside frame (black)
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Fig. 3. Methods of frame control
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5t The start of panning at 

'
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Fig. 4. Methods of frame extended control by forecast vector
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For wiggled movement, the frame stills if the ball exists inside the black frame,
and if the ball is out of the black frame, the centroid of white frame moves to
the ball location as shown in Figure 3. Also for wide and speedy movement,
if the ball is just out of the black frame wildly as shown at t5 in the left of
Figure 4, the frame will move hurriedly. In order to predict a big motion of the
ball and to make the frame controller react early, we employ a forecasted vector
V = (Vx, Vy) of a moving ball computed between current and previous frame
to forecast the wide movement of the ball in the black frame. In the proposed
method, at the current time t4, if a forecast vector shown at t′4 in the right of
Figure 4 is out of the black frame, the white frame moves so that the ball exists
in the black frame. By this method, the frame can move smoothly and early to
the wide movement of the ball.

5 Evaluation Experiment

5.1 Subjective Evaluation by AHP

In this section, we present a method to evaluate the produced video contents.
Our final goal of this study is subjectively to realize the commentary soccer
contents production system which enables preferences of small audience such
as fellow-enthusiast and a person appropriately. Therefore, AHP (Analytic Hi-
erarchy Process) [10] is used for the evaluation of the produced video contents
because of its qualifications to represent human’s subjectivity. The AHP is a
multicriteria decision support method designed to select the best from a number
of alternatives evaluated with respect to several criteria. It carries out pairwise
comparison judgements which are used to develop overall priorities for ranking
the alternatives.

5.2 Evaluation Experiment by AHP

The criteria of evaluation is based on understandability related to the camera
work. Therefore, the panning trajectory and speed are adopted as the criteria
of naturality. The video quality is adopted to judge whether the produced video
contents pale against TV or HD contents or not. Also, understandability of game
process is adopted additionally. They are shown at middle layer of AHP treemap
in the upper of Figure 5. Here, the produced contents described in section 3 is
called ‘contents of experiment 1’, and one described in section 4 is called ‘con-
tents of experiment 2’. Also, TV contents and HD contents of soccer game are
compared as alternatives with the contents of experiment 1 and experiment 2.
The reason why the HD contents are compared is to investigate which is fun-
damentally more comprehensible between TV contents with camera work and
HD contents taking wide-angle of soccer court. These alternatives are shown at
bottom layer of AHP treemap in the upper of Figure 5

All of these alternatives at bottom layer of AHP treemap in the upper of
Figure 5 are produced from the same soccer game of 38th National high school
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Select a favorite soccer content Target

Evaluation
criteria

Alternatives M1:Content of TV M2: Content of HD M3:Content of 
Experiment 1

M4: Content of 
Experiment 2

A1:Naturality of panning
trajectory
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panning speed

A3: Video quality A4:Understandability of
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Fig. 5. AHP treemap (upper) and Experimental result (lower)

5: Fully permissible
4: Enough
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2: There seems to be something wrong
1: Unacceptable

1 2 3 4 5

Fig. 6. Result of tolerance questionnaire

soccer championship Kyoto area final in Japan. The HD contents is taken for
a wide-angle half of the court by HD camera (D4 level as shown in Figure 1)
because of limitation of the camera in this paper. The experiment was conducted
by showing the contents composed of 6 shot including pannings to six examinee.

As a result of the experiment, the middle layer of AHP showed the prefer-
ence weights A1,A2,A3,A4 = 0.15, 0.12, 0.25, 0.48. This result indicates that the
understandability is the most important criterion and then the resolution(video
quality) follows. Also, the weights of AHP is shown in descending order at the
bottom of Figure 5. This result shows that the presentation of game process is
the most important and therefore the TV content was selected. In fact, it indi-
cates that the camera work by shooting techniques of camera man is important
compared to no camera work. On the other hand, the contents produced by the
proposed method is inferior to the TV contents because it is assumed that the
shooting high techniques by professional camera man is not realized.

5.3 Result of Tolerance Questionnaire

In addition, we carried out tolerance questionnaire as the private soccer video
contents. The result shown in Figure 6 indicates that the contents produced by
the methods described in Section 3 and Section 4 are enough as the private soccer
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video which does not necessarily need professionality. As a result, although the
contents produced by the proposed method is inferior to TV contents or HD
contents, they are accepted for the private soccer video contents which do not
necessarily need professionality.

6 Conclusion

In this paper, a method was proposed to realize an automatic digital panning
forcussing on moving players or a ball. Future works will be not only the im-
provement of the digital camera work to emulate professional camera man, but
also realizing the digital shooting and research of a new way to show the soccer
game process intelligibly.
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Abstract. In this paper, we present an empirical approach for
rendering realistic watercolor effects in real-time. While watercolor
being a versatile media, several characteristics of its effects have been
categorized in the past. We describe an approach to recreate these
effects using the Kubelka-Munk compositing model and the Sobel filter.
Using modern per-pixel shading hardware, we present a method to
render these effects in an interactive frame-rate.

Keywords: Non-photorealistic rendering, graphics hardware, image pro-
cessing, Kubelka-Munk, watercolor.

1 Introduction

While non-photorealistic rendering (NPR) is a relatively new field, many differ-
ent approaches for variant styles have been proposed through the past decade.
With increasing computational power and improving graphics hardware archi-
tecture, a number of approaches on implementing those effects in real-time has
been proposed. So far, the real-time automation scene of the NPR field mainly
focuses on simulating stroke-based effects, such as pencil hatching [14], pen-and-
ink [15], engraving [6] etc. Medium that requires extensive cell-to-cell interaction
of pigments, such as watercolor, is difficult to render in real-time realistically.

In this paper, we followed the work of Curtis et al. [2], which characterizes
several defining effects of watercolor. We propose a system that can render these
effects in real-time, with the assistance of per-pixel shading hardware. We also
demonstrate the use of Sobel filter for simulating edge darkening and granulation
characteristics of watercolor.

1.1 Related Work

The pioneering work of Small [1] used a Connection Machine to simulate water-
color. Curtis et al. [2] used a similar approach, which used an improved physical
simulation model to achieve more realistic effects. Their method, while looks
realistic and physically sound, requires too much computation to achieve an
interactive frame-rate. Inspired by the work of Lake et al. [5], we use a “color-
band” approach instead of simulating fluid and pigment interaction for each
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frame. Such color-band is defined by using a simplified Lit-sphere [4] interface.
We use a pigment-blending model based on the Kubelka-Munk [3] (KM) model
to simulate the composition of different pigments.

One of the most obvious effects of watercolor is edge darkening, i.e. a dark
deposit at the edge of a wet-on-dry stroke. Intuitively, recreating this effect
as a post-process is similar to the silhouette-finding problem. While silhouette
sketching is a well-understood field [9,13], conventional methods focus on finding
the silhouette of a geometric model. Instead we use the Sobel filter [18] to find
the edge of every painted region efficiently. The work of Nienhaus et al. [8]
describes a possibility to use 2D image processing process to enhance the results
in real-time, and we implement our Sobel filter in a similar approach.

Recently some commercial applications and games used the Kuwahara
filter [16] to create a watercolor style NPR. While this technique is fast, it fails
to recreate the rich appearance of watercolor paintings, which depends on the
KM model.

1.2 Organization

The rest of this paper is organized as follows. The next section reviews the char-
acteristics of watercolor, as described by Curtis et al., and provides an overview
of our approach. In section 3 we describe the system details of our implementa-
tion. We present the results and performance evaluation in Section 4.

2 Overview

Curtis et al. categorized several distinctive effects of watercolor: edge darkening,
backruns, granulation, flow effects and glazing. Since our implementation is an
automated system for creating artistic imagery, there are a few assumptions on
when and where to apply such effects.

2.1 Watercolor Effects

Edge darkening is the key effect that most artists rely upon, and one of the most
defining characteristics of watercolor. It is created when the pigment migrates
from the interior of a wet region towards its edges as the paint begins to dry,
leaving a dark deposit at the edge. We treat the entire painted area as the wet
region, and add the darken edge by applying the Sobel filter.

Granulation of pigment creates a grainy texture concentrated on the peaks
and valleys in the paper. The amount of granulation varies from paper to paper.
We simulate the granulation effect by specifying a granulation constant for each
kind of pigment, and use the paper texture and the Sobel filter to emphasize
this effect.

Backrun is the effect when water is added to a wet painted area, carrying pig-
ment along outwards, leaving a darkened, branched shape. Flow effect is observed
when wet paint is applied on wet paper. The wet surface allows the pigment to
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spread freely, leaving a soft branching pattern. Color glazing is the process of
adding thin layers of watercolor, causing pigments to be mixed optically.

We treat the backrun, flow effect and glazing as a universal effect. We sim-
ulate these effects by using a “color-band” approach. The color-band is a one-
dimensional texture, which is created by mixing different amount of pigments in
user-specified position. The color-band is then mapped onto the geometry using
Lake et al.’s cartoon shading [5]. Additional flow effect is simulated in real-time
using pixel-shader hardware.

2.2 Approach

Our system is divided into two phases: Color-band specifying and watercolor
shader. The color-band specifying phase lets the user create a color-band for
each object in the scene, using an isotropic lit-sphere interface [4]. The lit-sphere
interface is set on top of a watercolor simulation engine, created using Curtis et
al.’s water-flowing model [2]. In this stage, the flowing effect, backrunning and
glazing are simulated as the user literally paints in the lit-sphere interface.

The watercolor shader is the main phase in our automated system. Using per-
pixel shading hardware, we simulate edge darkening, granulation, paper texture
and further flowing effects using shader programs. Details of the hardware-shader
are discussed in section 3. A diagram is shown in Figure 1 to illustrate the various
stages in our system.

Color-band Specifying. As mentioned in section 1, we use the Kubelka-Munk
(KM) model [3] to perform the optical mixing of pigments. Each pigment is as-
signed a set of absorption coefficients and scattering coefficients, and a granu-
lation constant. We use the KM model to compute the resulting color in RGB
space.

User can choose from a range of pigments in the pigment library, and the
mixture amount of each pigment. The pigment is then applied to the lit-sphere
via a virtual paintbrush, and the flowing and mixing of different pigments is
simulated. Flowing effect is isotropic since the paper texture is not simulated in
this stage.

After the user finished painting on the lit-sphere, a one-dimensional color-
band will be calculated by sampling an arbitrary angle along the sphere’s radius.
Along with the resulting color in RGB, a granulation variable is also stored in
the color-band as the alpha value. The granulation variable defines how visible
the granulation effect will be. It is the sum of the granulation constant for each
pigment multiplied by the intensity (“thickness”) of said pigment in each cell.

3 System Details

The automatic rendering system takes the original 3D geometric models as the
input, and apply the watercolor stylization to the 3D scene using vertex and
fragment shaders.
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Fig. 1. System Diagram

The shaders we used are written in the NVIDIA Cg language [7]. Two shader
scripts are used in generating our watercolor effect. First we take the 3D objects
and the color-band to generate a color-map and a granulation-map using a vertex
shader script. Then we process the color-map using a fragment shader. The
shader takes the color-map and a paper-texture as the inputs. It combines them
with a Sobel edge map, which is generated by the shader, to create various
watercolor effects.

3.1 Vertex Shader

This part is similar to Lake et al.’s cartoon shading [5]. We return the result of
the Phong shading function as a texture coordinate.

TexCoord0 = Diffuse * (N · L) + Specular * (N · H )

Where N is the normal vector, L is the light vector and H is the halfway
vector between the eye vector and light vector. Diffuse and Specular are the
amount of diffuse and specular reflection. In our experiment both are set to 1.

The script is run twice: the first pass takes the RGB element of the color-
band as the input, and returns a color-map. The second pass takes the alpha
value of the color-band (which stores the granulation variable) as the input,
and returns a granulation-map. Both maps are created using OpenGL render-
to-texture capability, and used as the input for the fragment shader.

3.2 Fragment Shader

In this stage, we take the color-map, granulation-map and the paper texture
as input. This shader processes the color-map and returns a watercolor styled
image, which is our final result. The paper texture is a 2D texture and is treated
as a height field. It can be specified by the user or generated using Worley’s
cellular texturing process [17].

When wet watercolor paint is applied on dry paper, there is a wobbling effect
along the edge of the stroke, due to the raggedness of the paper. We simulate
this effect first by distorting the color-map using the paper-texture.
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colormap_coord = coord+((tex2D(paper_map,coord)-M/2)*D)

Where coord is the current texture coordinate, M is the mean luminance of
the paper texture, D is the amount of distortion. In our experiment M=0.8,
D=0.0125. Then we need to refine the image for processing with the Sobel filter.
As mentioned in section 2, we use the Sobel filter to create the edge-darkening
and granulation effects. Therefore we subtract an amount of paper-texture from
the original color. The amount of subtraction depends on the granulation-map.
The higher the granulation value, the more we subtract from the original color.
We call the result in this stage a Sobel color-map.

Sobel_colormap = org_color -
(tex2D(paper_map, coord)*tex2D(gran_map, coord)*G)

Where org color is the original color in color map distorted by the paper
texture. G is the weight of granulation effect. In our experiment G=0.5. The
Sobel filter detects the discontinuities of the Sobel color-map. We intentionally
create discontinuities where granulation value is high. When the Sobel filter is
applied on the Sobel color-map, the resulting edge map will help us create the
edge-darkening and granulation effects simultaneously.

After processing the Sobel color-map with the Sobel filter (code of which is
included in Appendix), finally we put all the results together.

out_color = (1-W) + org_color*W - paper_map*P - sobel_edge_map*S

The result is a weighted sum of the original color (after distortion), the
paper color, and the Sobel edge map, weighted W, P and S respectively. In our
experiment, we set W = 0.6, P = 0.1, S = 0.3.

4 Results and Discussion

We used three sample scenes as our examples, shown in Figures 2 and 3. In the
“Teapot” scene, we use the KM model to create rich watercolor-style mixing of
colors. In the “Bamboos” scene, we can see that even with a simple light-to-dark
color-band, our shader can still produce stylish results similar to hand-drawn
paintings.

4.1 Performance

We have tested our application on a Pentium 4 3.0GHz machine with an NVIDIA
GeForce 5900FX graphics board. All scenes run at about 20 frames-per-second
in resolution of 512*512 pixels. The performance depends more on the rendering
resolution than the number of polygons, since the fragment shader must perform
its operation for every pixel.
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Fig. 2. (Left) Fruit and Vase, 7880 polygons. Notice the different amount of granula-
tion in different paints. (Right) Bamboos, 11080 polygons. Notice how the 2D texture
distortion creates the wobbling effect.

Fig. 3. Teapot, 4096 polygons.
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4.2 Conclusions and Future Work

We have introduced a relatively simple approach to render realistic watercolor
effects in real-time. We demonstrated by using a combination of color-band shad-
ing and the effective use of Sobel filter and 2D scene distortion, we can give the
scene a stylish appearance.

For now the flowing effect is simulated only by the color-band and texture
distortion. In the future we will try to create a more realistic effect using texture
splats [11].
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Appendix: Sobel Filter Implemented by Fragment Shader

#define SOBEL_COLOR ORG_COLOR-(tex2D(paper_map, coord)*
tex2D(gran_map, coord)*G)

float2 coord = tCoords;
coord.x = tCoords.x-offset; coord.y = tCoords.y-offset;
float3 color00 = SOBEL_COLOR;
coord.x = tCoords.x; coord.y = tCoords.y-offset;
float3 color01 = SOBEL_COLOR;
coord.x = tCoords.x+offset; coord.y = tCoords.y-offset;
float3 color02 = SOBEL_COLOR;
coord.x = tCoords.x-offset; coord.y = tCoords.y;
float3 color10 = SOBEL_COLOR;
coord.x = tCoords.x; coord.y = tCoords.y;
float3 color11 = SOBEL_COLOR;
coord.x = tCoords.x+offset; coord.y = tCoords.y;
float3 color12 = SOBEL_COLOR;
coord.x = tCoords.x-offset; coord.y = tCoords.y+offset;
float3 color20 = SOBEL_COLOR;
coord.x = tCoords.x; coord.y = tCoords.y+offset;
float3 color21 = SOBEL_COLOR;
coord.x = tCoords.x+offset; coord.y = tCoords.y+offset;
float3 color22 = SOBEL_COLOR;
float3 Sobel_x = (-1)*color00+(-2)*color01+(-1)*color02
+(1)*color20 + (2)*color21 + (1)*color22;

float3 Sobel_y = (-1)*color00+(-2)*color10+(-1)*color20
+(1)*color02 + (2)*color12 + (1)*color22;

float3 Sobel_edge_map = abs(Sobel_x)+abs(Sobel_y);

Where offset is the size of a cell in the Sobel filter, which is
1/(color map.width).
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Abstract. In this paper, we discuss a haptically enhanced multimedia
broadcasting system. Four stages of a proposed system are briefly ana-
lyzed: scene capture, haptic editing, data transmission, and display with
haptic interaction. In order to show usefulness of the proposed system,
some potential scenarios with haptic interaction are listed. These sce-
narios are classified into passive and active haptic interaction scenarios,
which can be fully authored by scenario writers or producers. Finally,
in order to show how the haptically enhanced scenario works, a typi-
cal example is demonstrated to explain specifically for a home shopping
setting.

1 Introduction

Rapid development of computing and telecommunication technology such as en-
hanced CPU speed and power, low cost memory, and ultra fast communication
network has led to digital multimedia age, where viewers can be immersed in
some 3D visual and audio contents. Moreover, viewers can interact even hapti-
cally with the multimedia contents beyond passive watching and listening. Tra-
ditionally, these interaction and immersion are possible only with fully virtual
worlds (VR), in which the world is filled with synthesized objects. In addition,
only one viewer or small number of viewers can share the virtual contents at the
same time [1].

In the area of broadcasting system, new technology is being developed and is
available in terms of digital multimedia broadcasting through the air or through
the Internet. Main multimedia contents are, however, limited to 2D video and
sound so that feeling of full immersion is still far from the reality. Interactivity
is also being pursued in these days in a very simple form such as selection and
retrieval of 2D AV contents. In the report of the Media Interaction group of
Philips Research in Eindhoven, recent efforts for the interactive television are
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well summarized from its concepts and history to storytelling application [2].
If the broadcasting network in the future can be completely integrated with
communication network like Internet, useful techniques in the network services
such as chatting program, server-client system, web casting, device communica-
tion can be technically available for the broadcasting system. All these, in some
scenarios, may make us enjoy attractive bi-directional services by immersing dy-
namically into the broadcasting productions that may include sense of touch if
viewers want to fully interact with more realistic multimedia contents.

With ATTEST project, which started in March 2002, the development of
the first commercially feasible European 3D-TV broadcast system has been in
progress. In [3], 3D-video chain of ATTEST including 3D content creation, en-
coding, transmission, and display stages is described. They have been trying to
use head tracking to drive the display optics and develop two 3D displays, one
for a single viewer and one for multiple viewers. At the same time, O’Modhrain
and Oakley [4,5] discussed the potential role that haptic or touch feedback might
play in supporting a greater sense of immersion in broadcast content. Presenting
Touch TV, they showed two potential program scenarios: the creation of au-
thored haptic effects for children’s cartoon and the automatic capture of motion
data to be streamed and displayed in the context of a live sports broadcast.

Unlike the simple addition of touch-enhanced contents to the broadcast me-
dia in some scenarios, in this paper, we are investigating more comprehensive
realistic multimedia broadcasting system that can include haptic interaction in
addition to 3D audio-visual contents. More specifically, firstly, we present a top-
level view of creating, editing, transmitting, and displaying with viewer interac-
tion fully immersive multimedia contents in a broadcasting system through the
Internet. This is a new attempt beyond a multicasting system that utilizes small
number of shared computational platforms servicing for ten to hundred viewers
only. We describe each stage of the proposed system in terms of data type and
generic processing algorithm, etc. Secondly, in order to present usefulness of the
proposed system, we have listed some possible scenarios with haptic interaction.
Producers who may be science teachers/professors, educationers, geographers,
artists, etc can develop specific sense-of-touch-added scenario. Role of engineers
is to provide these producers with content creation tools such as sensors embod-
ied in a real or virtual object, multimedia authoring tools, interaction techniques
and devices with haptic sensation. Then viewers can enjoy the immersive interac-
tion dynamically to get their indirect experience as well as additive information.
Finally, we present a typical application example to show how the haptically
enhanced scenario works. This simple demo system utilizes Augmented Reality
(AR) techniques, which show excellence in synthesizing seamless videos in real-
time, multimedia streaming technology, and a 6 degree-of-freedom haptic device
for a homeshopping setting.

2 Haptically Enhanced Multimedia Broadcasting System

From the high-level view, a general broadcasting system can be divided into
four parts: capture, edit, transmission, and viewing. A producer captures a scene
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Fig. 1. Haptically enhanced multimedia broadcasting chain

with a camera and edits that scene to make a broadcasting content by cutting,
sticking, synthesizing computer graphics and audio contents, and so on. Then
the authored program is transmitted to the viewer via the airwave, satellite,
cable, or Internet. The viewer passively watches the program in front of the TV
with a remote control in his hand for simple interaction, for example, changing
the channels.

Figure 1 shows the proposed haptically enhanced multimedia broadcasting
system. In this figure, contrary to the traditional broadcasting system, the video
media, which is the sequence of the 2.5D scenes plus virtually synthesized com-
puter graphics models, has the depth information in addition to the 2D image. It
depicts the geometry of the captured scene in terms of 3-dimensional coordinate
from the camera view, not the arbitrary view. 3D computer graphics models can
be easily registered with the 2.5D scene in a 3-dimensional space. In addition to
the video media, haptic data, the authored, recorded, or physically sensed media
representing the kinesthetic and tactile information, e.g. material property data
at each pixel for texture tactile feeling or object weight data associated with
an object-of-interest for force sensation, is combined to give the viewer haptic
effects. The edited hyper media, which can be defined as 3-dimensional audio-
video media synchronized with the haptic data, is transmitted through encoding
and decoding operations to the viewer site via the Internet. The control unit
receiving the media renders the stereo images and 3D sound to the display de-
vice by processing the 3-dimensional audio-video media and controls the haptic
device to give a haptic interaction to the viewer. In this way, the viewer can ac-
tively interact with the 3-dimensional hyper media as well as can feel the haptic
effects. Besides viewers can also demand additional data via the bi-directional
Internet channel.

In the capture stage, all scenes are captured with the depth information. A
depth camera like Zcam TM [7] yields conventional 2D-video accompanied with
depth-per-pixel via a direct depth-sensing process. Multiple 2D cameras can
generate the same information even though the overall processing is more com-
plicated than the direct depth sensing [6]. A 3D scanning and subsequent recon-
struction method or modeling with a CAD program may capture virtually syn-
thesized 3D models. These two kinds of data are composed of the 3-dimensional
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video media. 3D audio sound may also be produced by new technology. In the
meantime, some authored haptically enhanced data such as vibration of bee
wings in the kid’s animation, kicking force of a soccer ball, which may be ob-
tained in reality by a real accelerometer embedded inside a ball, etc may also be
captured along with the audio-visual data [5]. Notice that in order to synchro-
nize the haptic data with the audio-visual data, haptically related data such as
position, velocity, and acceleration data of the corresponding object of interest
should also be recorded.

In the edit stage, the captured data are coordinated temporally and spatially
to a program. Since the handled data is basically 3-dimensional, the composition
operation needs to be managed in the 3-dimensional space. The 3D model is
synthesized to the captured 2.5D scene by the z-keying or the Augmented Reality
technique. The z-keying is the process to put the 3D model anywhere in the
captured scene by giving depth. The Augmented Reality technique is a process
to place the 3D model on a specific position, utilizing a specific feature in the
captured scene. In addition, the captured haptic data is synchronized with the
video-audio data utilizing the haptically related data in this stage.

In the transmission stage, the finished program is transferred to viewers
via Internet. Because the communication channel is Internet, many useful
bi-directional interactions between viewers and broadcasters may be possible.
Viewers can demand some data from the broadcaster especially in a live
broadcasting system.

In view and interaction stage, the control unit processes the video media and
the haptic data to produce a stereoscopic scene to the display device and to
control haptic device by using haptic rendering algorithm. In haptic interaction
stage, viewers may feel the transmitted haptic effects that are synchronized with
some specific scenario passively by putting their hands on the vibrotactile display
device. Or they can actively touch, explore, and manipulate some transmitted
3D CG objects or background 2.5D scene according to the preplanned path or
to the viewers’ will.

3 Potential Haptic Interaction Application Scenarios

A distinctive characteristic of the broadcasting program is that it is captured
and edited nonlinearly but broadcasted linearly in time domain. The program,
as any other television show, has to be waited for, i.e., has a fixed position in the
daily schedule. Furthermore, it is not possible to go back, or start the program
over. Therefore, in this paper, the haptic interaction occurs in the viewer site
only and does not change the path of the program story. But viewer can explore
the program or manipulate some digital objects by active touch or by the passive
haptic effect that is authored and provided. In this section, we list some potential
application scenarios that take advantage of the haptic interaction.

Potential haptic interaction scenarios may be classified into passive or ac-
tive interaction: Passive haptic interaction scenario just records some haptically
related data when capturing audio-visual scene including object-of-interest and
sends them to the viewer with interaction time indicator (e.g. caption on the
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screen). Then, the haptically-related data controls a haptic device worn on the
viewer’s hand or arm. In this interaction, therefore, viewers are only passive.
Active haptic interaction scenario captures 2.5D audio-visual scene only or to-
gether with full 3D virtual objects of interest that are either independent of the
2.5D scene or dependent on it as is the case of Augmented Reality. Then, these
data are transmitted to the viewer’s control box, where 2.5D scene, virtual ob-
jects, and haptic device are synchronized temporally and spatially. After this,
viewers can interact actively with the scene or object-of-interest, i. e., can touch
or push buttons. Collision detection and response calculations are all done in the
viewer’s control box in this case. In the following potential scenarios, scenario 1
is passive and fully authored by producer. This passive interaction may be lively
broadcasted, e.g. live soccer game. Meanwhile, scenarios 2, 3 & 4 are active and
viewers take time to explore or manipulate the virtual object-of-interest. This
active mode may be live too.

3.1 Scenario 1: Feeling Haptic Data

In teaching programs of some manipulation techniques, a producer may want
the viewer to follow the instructor’s movement because it is very useful to learn
expert’s manipulation technique by viewing his actions as well as by tracking.
For example, the expert in pen writing is showing how to write a pretty hand. He
asks the viewer to grip the pen-like haptic device and starts to write a character.
The viewer is completely guided to move the pen following the expert’s writing.
In this case, the producer captures a handwriting expert visually as well as
haptically by recording the hand poses in real time or off-line. The captured
scene and the recorded pose data are edited synchronously to an educational
content. The control unit in the viewer’s site displays the expert’s handwriting
and controls a haptic device to follow the recorded hand pose with the viewer
wearing the pen-type haptic device. Note that this scenario is record-and-play
type haptic interaction. This scenario does not record haptic data but record pose
(position and orientation) data in the capture stage. In the interaction display
stage, recorded pose data will drive the haptic device with force generation so
that viewers feel touch sensation.

3.2 Scenario 2: Touching 2.5D Scene

While viewing a TV program, a viewer sometimes may want to touch a weird
shaped thing or an actor’s face to acquire the shape or the skin feeling. For
example, in a drama, lovers are looking into the eyes of each other and going
closer. A viewer may want to touch one of the acting lovers on the face. His
face is slowly closed up with a camera and the ’haptic interaction’ caption shows
up on the corner of the screen. The viewer then touches the actor’s face by
a haptic device worn on the hands. This touching interaction may be possible
if the video media has 2.5 or 3-dimensional information. For this scenario, a
program is captured as the 2.5D scene that contains object-of-interest to touch.
Since the viewer interacts with the object by the physical force contact, in the
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captured scene the object-of-interest should be static or moving slowly. The
producer overlays a haptic interaction caption indicating when to touch. When
a viewer wants to touch, the control box will perform collision detection and
force computation to drive a haptic device worn on viewer’s hands.

3.3 Scenario 3: Touching and Manipulating 3D Models

Sometime, a producer may want to let the viewer feel something in a program as
well as see it to give deeper understanding. For example, in an education chan-
nel for the science of dynamics an instructor is explaining the force equation
for a spring. After teaching the theory, he uses augmented reality technology to
arrange few virtual springs on a real experiment desk and asks the viewer to
push the spring and feel the spring force with the haptic interaction caption.
Then he repeats the experiment changing the number and the arrangement of
the springs. In this scenario, the viewer can have deeper knowledge of the spring
properties by handling it directly as well as being taught the theory. For this, a
program is captured as 2.5D scene including the clue, like a feature, for compos-
ing the realistic looking 3D model using Augmented Reality technique. In the
program, the MC puts the features and makes the experimental environment
seeing synthesized video in real time. After capturing the program, the producer
augments the 3D model, such as a virtual spring, exactly and stably and at-
taches the haptic interaction caption. A viewer follows the program and interact
haptically. This scenario is different from the previous scenario in touching and
manipulating 3D virtual objects instead of 2.5D object that is captured from
the real scene.

3.4 Scenario 4: Touching and Manipulating 3D Models on Demand

Sometimes, a viewer may want to buy a product-of-interest while watching a
TV program. In this case, providing him with haptic sensation in addition to
the audio-visual information of the product can help his purchasing decision. For
example, while viewing a drama, a viewer may get interested in a camera that
the actor is using. He picks up a remote controller and pushes the menu button to
get the camera product information. After looking into the specification, he may
get into the haptic mode to try to touch the camera. He, then, can manipulate
some buttons, or touch the surface feature, or feel the inertia of the downloaded
virtual camera. For this scenario, a producer makes an advertisement’s content
that includes the product information and 3D virtual model of the product and
saves them in the server. The viewer demands the additional information for
the product, downloads it, and examines the product carefully for purchasing by
exploring and manipulating it.

4 Demonstration Example

This section explains a demonstration example of an active haptic exploration/
manipulation in a home shopping setting. To explore how the scenario works,
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Fig. 2. Demonstration system overview

we have implemented a simple broadcasting system, which is capable of de-
livering video media on the Internet and giving haptic interaction. The demo
system is constructed basically following the stages of the broadcasting chain in
Fig. 1, with two major subsystems: AR (Augmented Reality) server and Hap-
tic client. As shown in Fig. 2, the AR server consists of a typical AR system
and a streaming server. This server makes it possible to create a broadcasting
content and stream it via Internet. Therefore, Capture, Edit and Transmission
stage are all performed in this server. The View & Interaction stages are imple-
mented in the Haptic client system. It receives the content and realizes viewer’s
interaction with a connected haptic device. We have used Augmented Reality
techniques based on ARToolKit[9], multimedia streaming technique, and a 6-dof
haptic system (PHANTOM[10]) in the demo system. ARToolKit is a software
library that can be used to calculate camera position and orientation relative to
physical markers in real time. The SensAble Technologies PHANTOM makes it
possible for users to touch and manipulate virtual objects through the help of
the GHOST SDK (General Haptic Open Software Toolkit) that is a powerful,
C++ software tool kit that eases the task of developing touch-enabled applica-
tions. Firstly, we explain how the system works technically and then show how
the home shopping application scenario can be realized. The AR system cap-
tures the real environment scene that contains a known marker and obtains the
position and orientation of the marker relative to the camera. Then, the stream-
ing server packages the captured scene and the marker’s location and transfers
them via Internet. The 3D model data is transferred in advance through the
other channel. At viewer’s end, the haptic client system receives the transferred
data and augments the 3D model to the captured scene at the marker’s location.
The haptic probe, that corresponds to the handle of a haptic device grasped by
a viewer, is graphically overlaid to the augmented scene relative to the camera
reference. The viewer is able to interact with the 3D model by moving the handle
as watching the scene.

In the example application scenario, we have considered a situation that a
shopping host tries to advertise a product: Wrist-held MP3 player. She wants to
explain functions and features of the product using visual and haptic sensation.
She explains the product by rotating it and making viewers touch surfaces or
push buttons. When the host puts a marker-based feature in the camera range,
viewers in the haptic client site can watch a scene augmented with the MP3



Haptic Interaction in Realistic Multimedia Broadcasting 489

player 3D model. Then, they grasp the handle of haptic device to interact with
it. Watching the haptic probe navigating in the scene according to the each
viewer’s intention, they can actively explore the outlines of the product and
push a functional button to know how it works.

We have implemented the first demo example based on the broadcasting
chain, which is haptically enhanced. It makes us fully immersed into the broad-
casted world and provides much interest in experiencing the broadcasted con-
tents.

5 Future Work

As discussed in the previous sections, haptic interaction in a broadcasting system
requires new data format and processing technique in each stage. For example,
passive haptic-related data must be prepared in the capture/edit stage and be
transmitted along with the audio-visual data plus some camera-related data. In
addition, conventional haptic rendering algorithms were mainly developed fo-
cusing on the interaction between 3D models in virtual environments. Moreover,
the process to get the 3D model by scanning the real object or modelling with
a CAD program is time-consuming. The advent of the ZcamTM [7], however,
makes it relatively easy to get the 2.5D model of the real scene because the
process is just capturing not modelling. In a scenario where complete 3D model
is not needed e.g. scenario exploring only the visible part inside a view fulcrum,
the scene data will be 2.5D and a novel haptic rendering algorithm (collision
detection and response calculation) for the 2.5D scene is needed.

In this paper, we consider only the interaction between viewers and the broad-
casting multimedia. The noticeable feature of the interaction in the haptics is
the social presence, the feeling of being socially present with another person at
a remote location[8]. In a live broadcasting scenario, an audience may take part
in a program and communicate with other people viewing the same program by
haptic interaction. Since the communication channel of the broadcasting via the
Internet is bi-directional, it seems to be possible. One can pursue to establish
the system and the scenarios for the social presence in the future.

6 Conclusions

In this paper, we discussed a top-level structure and brief data structure and
processing algorithm of future realistic multimedia broadcasting system that
may include sense-of-touch. Also, some potential scenarios taking advantages of
haptic interaction were listed in a realistic broadcasting in which the video me-
dia is 3-dimensional. Finally, an application example demo system is presented.
Addition of the haptic interaction to the conventional audio-visual contents will
improve the immersion of the viewers together with rich contents. Moreover,
full engagement to the realistic multimedia by haptic interaction can enhance
amusement as well.
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Abstract. Stereoscopic conversion of two-dimensional (2-D) video is
considered in object-based approach that independently processes each
video object. Our works extend the previous frame-based stereoscopic
conversion of MPEG-1 and 2 to MPEG-4. In MPEG-4, each image is
composed of a background object and primary object(s). In the first
step, a camera motion type is determined for generating a stereoscopic
background image. For this, motion vectors of a background object are
utilized. The generation of a stereoscopic background object makes use of
a current image and a previous image. As well, The stereoscopic primary
object uses a current image and its horizontally-shifted version to avoid
the possible vertical parallax that might happen. In the second step,
the two stereoscopic objects are combined to generate a stereoscopic im-
age. As verified in experiments performed on two MPEG-4 sequences,
the object-based stereoscopic conversion can cope with a vertical par-
allax that has been a difficult problem to deal with in the frame-based
approach.

1 Introduction

Stereoscopic video enables the three-dimensional (3-D) perception by produc-
ing the binocular disparity existing between left and right images. In general,
a stereoscopic camera with two sensors is required for a stereoscopic video. In
contrast, stereoscopic conversion directly converts 2-D video to 3-D stereoscopic
video. The principle of the stereoscopic conversion stems from the psychophysics
theory of Ross [1,2], in which stereoscopic perception can be generated by com-
bining the current and delayed images displayed appropriately to both human
eyes. However, a main constraint is that image motions of camera, object or
both need to be horizontal. In other words, vertical motions could cause visual
discomfort [7] and thus pose a difficulty in producing a stereoscopic image.

There are reported many research works on the stereoscopic conversion of
NTSC signal [3,4] as well as MPEG-1 and 2 [5] based upon the Ross phenomenon.
In those methods, dealing with the vertical motions needs complex algorithms,
thereby requiring high computational complexities. In MPEG-1 and 2, video data
are encoded in the frame-based manner, thereby posing a difficulty in processing
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the vertical motions. On the other hand, the stated constraint can be overcome
in MPEG-4, where an image sequence is encoded in the object-based manner.

In MPEG-4, a frame is composed of video object planes (VOPs) and each
VOP is independently encoded [6]. Luma and chroma data are encoded using
shape as well as texture information. In summary, our proposed method extends
such earlier works on the frame-based stereoscopic conversion of MPEG-1 and 2
to support the object-based stereoscopic conversion of MPEG-4 that this paper
is mostly concerned with. Each frame is assumed to have a background VOP.
It is also assumed that a single primary VOP exists in the image. The two
VOPs are independently processed to generate stereoscopic VOPs. Then, they
are combined together and a stereoscopic image is produced. Furthermore, the
stereoscopic conversion of multiple primary VOPs can be easily handled without
any major revision.

The following section describes the principle underlying the stereoscopic con-
version of 2-D video. Section 3 presents our object-based stereoscopic conversion.
Some of experimental results are reported in Section 4 followed by the conclusion
of Section 5.

2 Principle of Stereoscopic Conversion

The stereoscopic conversion of 2-D image with a horizontal motion is shown
in Fig. 1. Suppose that the image sequence is {· · · , IK−3, IK−2, IK−1, IK , · · ·}
and IK is the current frame. Then, a stereoscopic image consists of IK and
one of the previous frames, IK−i (i ≥ 1). If the current and previous images are
appropriately presented to both human eyes as in Table 1, then the user feels the
3-D stereoscopic perception [5]. For example, in the case of a right motion of a
camera and no object motion, previous and current images need to be displayed
to left and right eyes, respectively. As mentioned in the previous section, the
usage of previous images based upon the Ross phenomenon is applied only to
the horizontal motion so that it is difficult to apply conventional conversion
methods to other types of motion such as non-horizontal, zooming, fast motion,

Fig. 1. shows how a stereoscopic image is produced from images with a horizontal
motion
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Table 1. The selection of left and right images according to camera and object motions

Camera Motion Object Motion Left Image Rigth Image
Right None Previous Current
Left None Current Previous
None Right Current Previous
None Left Previous Current

Fig. 2. shows examples of vertical parallax. In (a), a bird is moving in non-horizontal
direction, causing the vertical disparity in the left and right images. As well, it is
observed that some regions of a tennis player generate a vertical disparity due to a
random movement

and so forth. Fig. 2 illustrates examples of non-horizontal motions. In (a), a
camera is fixed and an object (bird) is moving in the non-horizontal direction.
The background has zero parallax or disparity due to no movement. On the
contrary, a vertical parallax appears due to the non-horizontal movement of
the object. (b) shows an example of a non-rigid object (a tennis player). The
vertical parallax between the two successive images is observed due to the non-
rigidity characteristics. Most of the previous works convert PAL/NTSC signal
and MPEG-1 and 2 data to 3-D stereoscopic video. Since they are processed in
the frame-based manner, it is difficult to process non-horizontal motion images.
On the other hand, MPEG-4 encodes images in the object-based manner [6]. Our
proposed object-based stereoscopic conversion of MPEG-4 encoded data can be
easily carried out even for non-horizontal motions.

3 Proposed Method

This section presents a methodology underlying a stereoscopic conversion as
shown in Fig. 3. The input is an MPEG-4 video bitstream being composed of
two video object planes (VOPs): a background object, VOPBO and a primary
object, VOPPO. They are separated into encoded VOPPO and VOPBO by a
demultiplexer. Each decoded VOP is processed by the stereoscopic image gener-
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Fig. 3. An overview of an object-based stereoscopic image generation

ation. The camera motion analysis processes the motion vector field (MVF) of
VOPBO and determines a camera motion type among left motion, right motion,
and static. The MVF is the set of all motion vectors (MVs) of 16×16 macoblocks.
VOPPO does not affect the decision of the camera motion type. A basic idea of
the object-based stereoscopic image generation is to perform separate operations
on two VOPs and produce stereoscopic VOPPO and VOPBO. Finally we combine
them to generate a stereoscopic image. For determining the types of a camera
motion, we compute the camera displacement, (dxcam, dycam) by independently
averaging x and y components of the MVs of VOPBO. Then, the camera motion
type is determined by a sign value of dxcam. Plus and minus signs indicate the
left and right camera motions, respectively. On the other hand, dycam is used for
shifting either a left or a right image vertically in order to reduce a vertical dis-
parity or parallax between the two images. As mentioned before, the vertical par-
allax causes visual discomfort and thus needs to be reduced as much as possible.

A stereoscopic primary object is composed of a primary object of a current
image and its horizontally-shifted object. A shift value, SPO ranges at [0, TP],
where TP is defined as a maximum human perception threshold [7]. SPO is
proportional to 3-D depth and needs to be less than TP. Figure 4 illustrates
how a stereoscopic primary object is generated according to a camera motion
type. It is assumed that a negative parallax applies to primary objects for better
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Fig. 4. Stereoscopic processing of VOPPO. The camera motion types are (a) right
motion and static, and (b) left camera motion

3-D depth. In (a) of a right motion of a camera and a static camera, VOPL
PO

indicates VOPPO of a left image. The current image IK becomes the left image.
The object is shifted to the left direction by SPO and is denoted by VOPR

PO in
the right image. For (b) of a left motion of a camera, a primary object of the
current image is located in the right image, and its shifted object is in the left
image. left and right images.

Unlike the primary object, processing a background object, VOPBO makes
use of a background object (image) of current and previous images. To do this,
we need to determine one of previous images, which is chosen by a delay factor,
fD being computed by

fD = ROUND[
TD

|dxcam| ] (1)

where TD a threshold for a maximum displacement defined by a user and dxcam
is a horizontal camera displacement. A previous image chosen is IK−fD

From VOPs in the current and previous images, the determination of left
and right VOPBOs depends upon a camera motion type. For a static type, the
current VOP is applied to both VOPs. The current and previous VOPs become
left and right ones for a left motion, respectively. On the contrary, the order is
reversed for a right motion. Furthermore, if any vertical motion exists, we need
to shift VOPBO by SBO being computed by

SBO = dycam · fD (2)

where fD scales the interval between a current image and its associated previous
image.

4 Experiments

This section contains the results of some experiments performed for validating
our proposed method as well as examining 3-D stereoscopic perception. The
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Table 2. Performacen results of camera motion analysis

Test Data No. of Frames NR NS NL Accuracy (%)
Stefan 100 49 (46) 32 (32) 19 (22) 94

Coastguard 100 57 (63) 18 (22) 15 (15) 91

experimental results are presented using two MPEG-4 test sequences: Stefan
and Coastguard. The size of the image is 352 × 288 and each image has two
VOPs. The number of test images is 100 for each sequence. The accuracy rate of
the camera motion analysis is shown in Table 2. NR, NS , and NL are the number
of frames for right motion, static, and left motion of the camera, respectively,
obtained from our camera motion analysis. (·) indicates the number of frames
with correct motions. The accuracy ratio obtained from the two image sequences
is approximately 93%.

Figure 5 shows the results of the stereoscopic conversion of Stefan sequence.
The large movement of a non-rigid object (a tennis player) is observed in the
sequence. In (a), the four images are a current (left) image, a primary object, a
background object, and MVF for the current image. (b) shows a right image, its
primary object, its background object, and an interlaced stereoscopic image of
the left and right images. The camera motion analysis of the MVF results in the
horizontal displacement of -12, so that the camera motion type is a right motion.

Fig. 5. Test results of Stefan sequence

The result of the Coastguard sequence is shown in Fig. 6 for two different
images. The vertical movement of the camera is zero indicating static camera.
Therefore, the same background object of a current image is used for left and
right images. For (a) and (b), the four images are a left image, a right image,
MVF, and an interlaced image.
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Fig. 6. Test results of Coastguard sequence

Fig. 7. UR processing. (a) Before filling UR, (b) After filling UR

Uncovered region (UR) would appear at either the left or right image due
to shifting of a primary object. Such regions need to be filled with appropriate
colors, posing a difficult problem to solve for. We filled the UR with partial areas
of a previous image. The details will not be presented due to the space limit.
An example of filling the UR is shown in Fig. 7. In (a), some UR regions are
observed (black regions) and the image after filling is shown in (b).

5 Conclusion

In this paper, we have presented a stereoscopic conversion of object-based en-
coded data. This work extends previous works on the frame-based stereoscopic
conversion of MPEG-1 and 2 to support the object-based processing of MPEG-4.
To do this, each VOP is independently converted into a stereoscopic VOP that
are combined to form a stereoscopic image. The main advantage of the object-
based conversion is that it can easily deal with non-horizontal motions that have
been a difficult problem in the frame-based conversion schemes.

The experimental results validate the feasibility of our proposed method as
well as the easy implementation compared with other conventional methods.
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Further investigation with two or more VOPs would be necessary. In this case,
one of major difficulties is to derive a relative 3-D location of each object that
is important to perception of 3-D depth.
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Abstract. This paper describes a database of annotation information
for augmented reality (AR) on wearable computers. With the advance
of computers, AR systems using wearable computers have received a
great deal of attention. To overlay annotations on the real scene image,
a user’s computer needs to hold annotation information. The purpose
of this paper is to construct a networked database system of annotation
information for wearable AR systems. The proposed system provides
users with annotation information from a server via a wireless network
so that the wearable computers do not need to hold it in advance and
information providers can easily update and add the database with a
web browser. In experiments, the user’s position-based annotations have
been proven to be shown to the user effectively.

1 Introduction

Since computers have made a remarkable progress in resent years, a wearable
computer can be realized [1]. At the same time, the augmented reality (AR)
technique which merges the real and virtual worlds has received a great deal of
attention as a new method for displaying location-based information in the real
world [2–4]. Therefore, AR systems using wearable computers will open up a new
vista to the next generation wearable computing [5,6]. Figure 1 shows an example
of annotation-overlay using a wearable AR system. Since the wearable AR system
can intuitively display information to user on the real scene as shown in Figure 1,
it can be applied to a number of different fields [5,7–12]. To realize a wearable
AR system, the position and orientation of user’s viewpoint and annotation
information are needed. The position and orientation of user’s viewpoint are
needed for acquiring the relationship between the real and virtual coordinate
systems. Many researchers have proposed a number of different methods for
measurement of the position and orientation of user’s viewpoint with some kinds
of sensors [6,7,13–15]. To overlay annotations on the real scene image, a user’s
computer needs to hold user’s location-based information. Up to this time, since
a database of annotation information is usually held in the wearable computer
in advance, it is difficult for the database of annotation information to be easily
updated or added by information providers (including normal PC users and
wearable PC users).
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Fig. 1. An example of annotating a real scene.

The purpose of the present work is to construct a shared database system
of annotation information for wearable AR systems. To realize the system, we
install a database server which can be accessed with a wireless network. The
database is shared by multiple users of wearable AR systems and information
providers. Thereby, the information providers can provide users with the newest
annotation information by updating the annotation database. On the other hand,
users of AR systems can obtain the newest annotations without holding the
annotation information in advance. The information providers can efficiently
update and add the database with a web browser. Moreover, a wearable AR
user can also edit the database of annotation information easily because the
user’s position acquired by a positioning sensor is used to determine the user’s
position on the map.

This paper is structured as follows. Section 2 describes the shared database
system of annotation information using a wireless network. In Section 3, exper-
imental results with a prototype system are described. Finally, Section 4 gives
summary and future work.

2 Shared Database of Annotation Information

Figure 2 shows an outline of shared database system of annotation information.
In this study, the database is shared via a wireless network. The database of
annotation information is stored in the server and is shared by multiple users of
wearable AR systems and information providers. Consequently, users of wear-
able AR systems can obtain annotation information at anytime via a wireless
network and can see the newest annotation overlay images without holding the
database of annotation information in advance. On the other hand, information
providers can provide efficiently the newest annotation information for users of
wearable AR systems by updating and adding the database with a web browser.
In Section 2.1, the composition of the database of annotation information is de-
scribed. Section 2.2 describes how to update the database with a web browser.
Section 2.3 describes how the user obtains annotation information.
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Fig. 2. Shared database of annotation information.

2.1 Composition of Annotation Database

The database contains some kinds of location-based contents. Each annotation is
composed of a pair of contents(name and detail) and their positions. Components
of the annotation information are described in detail in the following.

Position: Three-dimensional position of an annotation in the real world. Three
parameters (latitude, longitude, height) are stored in the database.

Name: A name of the object which is overlaid in the real scene as annotation
information.

Detail: Detailed information about the object. When user’s eyes are fixed on
the object, the detail about the object is shown in the lower part of the user’s
view.

2.2 Updating the Shared Database

The annotation information can be corrected, added and deleted by information
providers with a web browser. An interface for information providers to update
the database is a web browser as shown in Figure 3. Information providers can
easily update the database by accessing a prepared web page and by transmit-
ting the data of annotation information. The annotation updating procedure is
described below.

1. Specification of position
Information providers can zoom in and out to maps (Figure 3: C, D) using
buttons (Figure 3: A). Besides, the providers can move by clicking any point
on the map. In this way, the providers can specify the position of a new
annotation to be added. It should be noted that position parameters such
as latitude, longitude and height are automatically determined based on the
specified position on the map.
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Fig. 3. Input form of annotation information.

2. Input of name
Information providers input the object name to web page. The name is sent
to the server and the picture of annotation is automatically generated in the
server.

3. Input of details
Using the same method as in the input of the name, information providers
send details of objects. The providers also can send a picture, a sound file
and a movie file as details.

The providers can efficiently send the newest annotation information using
a web browser. For that reason, a user of wearable AR systems can also update
the database. In this case, the server shows the user a map of his neighborhood
according to the user’s position acquired by positioning sensors. Since the user
is able to update the database, the user can immediately correct the position
error of annotations by confirming the overlaid image.

2.3 Getting Annotation Information

In this work, a database server is prepared assuming that the user’s wearable
computer can access the database via a wireless network. Annotations to be
presented to the user are determined based on the user’s current position.
First, the user’s position is measured by some sensors (positioning infrastruc-
tures, GPS, and so on) which are equipped by the user. The user’s wearable
computer then obtains proper annotation information based on the measured
user’s position. The server automatically decides which annotation should be
provided. Consequently, the user’s wearable system can obtain the newest
annotation information at anytime. The user’s wearable system obtains the
newest annotation information periodically when the user moves for a fixed
distance or a fixed time is passed.
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Fig. 4. Hardware configuration of wearable augmented reality system.

3 Experiments

We have carried out some experiments using the proposed database of annotation
information in a server in our campus where users of wearable AR systems can
use a wireless local area network. Figure 4 illustrates a hardware configuration
of a wearable augmented reality system which is used in these experiments.
The user equips some positioning sensors, a notebook PC and a display device.
Three sensors described later can obtain the position and orientation of the user’s
viewpoint and the real scene image [12]. These data are sent to the notebook
PC. The notebook PC obtains annotation information from the database server
via a wireless local area network. The notebook PC sends annotation overlay
images to a display device attached to the user’s headset. The user can see it
through the display device. Components of the system are described in more
detail below.

Sensors. The user equips the following three sensors. Electric power is supplied
from the notebook PC or a 9V battery. The data is transmitted to the
computer through USB or serial connection.
Inertial sensor. (Intersense: InterTrax2) The inertial sensor is attached to

the user’s headset and measures the orientation of the user’s viewpoint.
The inertial sensor can obtain data at 256Hz.

Camera. (Logicool: Qcam) The camera is attached to the user’s headset
and captures the real scene image from the user’s viewpoint. It can cap-
ture a color image of 640 × 480 pixels at 30fps.

Positioning sensor. (Point Research Corporation: Dead Reckoning Mod-
ule) The positioning sensor can measure the latitude and longitude. It
can also measure accelerations in the horizontal direction.

Computer. (DELL: Inspiron8100, PentiumIII 1.2GHz, memory 512Mbytes)
The computer is carried in the user’s shoulder bag. It can use a wireless
local area network with a network card.
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,…,

,…,

Fig. 5. Environment of the outdoor experiment.

Display device. (MicroOptical: Clip On Display) The display device is a video
see-through device. It is attached to user’s headset. It can present a 640 ×
480 color image to the user.

In this experiment, we have developed a database of annotation information
in the server (CPU Pentium4 2.0GHz, memory 512Mbytes) in our laboratory.
Figure 5 illustrates the experimental environment. In Figure 5, the points 1,...,5
indicate the positions where the annotations exist. The user obtained the annota-
tion information and looked around at the points A,...,D. The criterion concern-
ing which annotations should be obtained is based on the distance between each
annotation and the user’s position. In this experiment, we set empirically the
criterion at 70 meters. Besides, in order to check that the database is correctly
updated, the user moving in our campus updated the annotation information
about the “Cafeteria” with a web browser.

Figures 6 and 7 show the annotation overlay images. Figure 6 shows the
annotation overlay images when the user was at the points A,...,D in Figure 5 and
the user’s orientation was along the arrows (a),...,(i) in Figure 5, respectively. As
shown in Figure 6 (a), the annotation of “Information Science” is overlaid on the
front of the building, so that the user can recognize the annotation information
intuitively. The same conclusion is obtained from Figure 6 (b),...,(i). Thereby, we
have confirmed that the user can obtained and perceive the shared annotation
information intuitively. Figure 7 shows the annotation overlay images before
and after updating the annotation information. The annotation information in
Figure 7 (a) was changed to the new one in Figure 7 (b) automatically when a
fixed time is passed. We have confirmed that the annotation information can be
updated by editing the shared database of annotation information.

Through the experiments, the user has successfully obtained the location-
based annotation information according to the user’s position. Simultaneously,
the shared database can be easily and efficiently updated and can provide the
user with the newest annotation information in real-time.
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(a)

(d)

(g)

(b)

(e)

(h)

(c)

(f)

(i)

Fig. 6. Overlay images at the points A, B, C, and D((a),(b) and (c) at A; (d) and (e)
at B; (f) and (g) at C; (h) and (i) at D).

(a) before updating (b) after updating

Fig. 7. Example of updating annotation information.
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4 Summary

This paper has described a database of annotation information for a wearable
augmented reality system which is shared by multiple users via network and is
efficiently updated with a web browser. In other words, proposed is a networked
wearable augmented reality system. We have shown the feasibility of the pro-
posed database through the demonstration with experiments in our campus. In
the future, we should conduct experiments in a wider area and use other kinds
of detailed location-based contents (movie, sound, and so on).
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Abstract. This study introduces a technology that utilizes digital im-
ages as electronic money by inserting watermark into the images. Water-
mark technology assigns contents-ID to images and inserts the ID into
the images in an unnoticeable way. The server that manages the issue
and the usage of image electronic money (called ‘WaterCash’ hereafter)
stores contents-IDs to database and manage them as electronic money.
WaterCash guarantees anonymity and prevents the forgery and modifi-
cation of WaterCash based on semi-fragile watermarking technique. In
addition, WaterCash is transferable and the illegal use of WaterCash can
be prevented based on the watermarking technology. Because the water-
marking technology used in this paper was designed to be robust to
image compression but vulnerable to intentional or unintentional image
processing, WaterCash is applied to JPEG-compressed images.

1 Introduction

With the recent increase of cyber business such as Internet transactions and
information services and the rapid rise of e-commerce, there are increasing de-
mands for payment means that protect individual privacy and prevent forgery
and modification [1,2]. Electronic money is electronic payment means that can
be used without direct access to bank accounts, so they are being settled as
efficient payment tools in e-commerce.

Electronic money, however, are always exposed to risks of duplication,
forgery, modification, theft, etc. And the costs of issue and discard are high [2–4].

To solve these problems, we introduce new electronic money utilizing digital
images as a bill. As embedding an image ID (content ID) to the image using the
watermarking technology, forgery and modification of WaterCash is prevented.
In addition, WaterCash provides transferability and anonymity concerning the

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 508–514, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



A Study on Image Electronic Money Based on Watermarking Technique 509

use of the bill for the payer’s privacy [5–8]. What is more, as easily producible
digital images are used as electronic money, WaterCash can save the huge amount
of money for issuing and discarding. The semi-fragile watermarking technology
used in this study is designed to cut off fundamentally the forgery and modifica-
tion of WaterCash, and if it is forged or modified, its function is nullified [3,4].

The outline of this paper is as follows. Section 2 describes the general system
of WaterCash including the structure of the system and the functions and roles
of each component. Section 3 explains watermarking technology used in this
study and the structure of data to be inserted into images. Section 4 presents
how efficiently forged or modified parts on WaterCash are detected and measures
how robust WaterCash is to JPEG compression. Finally, we give conclusions on
the proposed e-money (WaterCash) and discuss its application in Section 5.

2 WaterCash System Structure

The Fig. 1 below is the general flow of the issue and the usage of WaterCash. It
shows how WaterCash is issued and used as a payment means at shopping malls.
The system is based on data that are inserted into images using watermarking
technology.

Fig. 1. The issue and usage of WaterCash.

2.1 The Issue and the Usage of WaterCash

Users can get WaterCash through WaterCash server. For getting WaterCash,
he/she must input the account number of the payment bank. After WaterCash
server checks if there is the balance as much as he/she requests in the account,
if enough, issues WaterCash. Of course, money as much as he/she requests is
transferred from his/her account to WaterCash server’s account. And it records
information about the issued WaterCash into database including the contents-ID
and the date of issue.

To use WaterCash issued, the user saves it into a portable storage device or
hard disk. A user who connects to an online shopping mall to purchase goods se-
lects his/her WaterCash and inputs its password for payment. In the process, the
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user does not have to inform personal information other than data to receive the
purchased goods. When the user inputs the password, the unique contents-ID is
extracted from WaterCash and is sent to the WaterCash server. On receiving the
contents-ID, the WaterCash server examines the validity of the WaterCash and,
for valid WaterCash money, informs that payment has been made. In addition,
the WaterCash server updates the database concerning the processed Water-
Cash and transfers the amount of payment to the account of the corresponding
shopping mall.

2.2 WaterCash Transfer

In addition to functions described above, WaterCash can be handed over oth-
ers. WaterCash is handed over only via the WaterCash server. That is, if the
WaterCash server receives the contents-ID of WaterCash to be handed over, it
disuses the contents-ID in database and inserts a new contents-ID into a new
digital image and sends it to the transferee by email. The transferee who receives
WaterCash changes the initialized password before using it.

3 Watermarking Technology and Data Structure

3.1 Watermarking Technology

In this study watermarking technology is used in inserting contents-ID and other
information into WaterCash. This study utilized semi-fragile watermarking tech-
nique, which is designed to be robust to image compression but vulnerable to
other malicious image modification. That is, if a part or the whole of WaterCash,
in which data were inserted, is modified the watermark on the modified part is
broken and consequently the WaterCash becomes invalid.

3.1.1 Dither Modulation
This section is devoted to explain the dither modulation. We divide section Δ
into n segments according to the quantity of data that we want to insert in each
block and apply the dither modulation using Eq. (1).

Ddi
c (u, v) = sign (C(u, v)) ×

{
Q

(
|C(u, v)| +

Δ

2
− Δ

n
× di

)
+

Δ

n
× di

}
(1)

u, v = 0, 1, · · · , 7 and di = 0, 1, · · · , n − 1

Here, Δ is the length of a section of dither modulation. And Ddi

C is DCT coeffi-
cient after dither modulation. And |C(u, v)| indicates the absolute value of the
DCT coefficient in the position(u, v) to the dither modulation( u, v = 0, 1, · · · , 7),
di is data to be inserted and n = 2k (n ≥ 2) and k is the number of bits inserted
to each block.
sign (•) means the sign of input value, which is expressed as follows.

sign (x) =
{

x/|x| if x �= 0
1 if x = 0 (2)
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In addition, Q (•) means the quantization of input value with Δ.

Q (x) = �x/Δ� × Δ (3)

Here, �•� rounds the result of operations to the nearest integers towards minus
infinity.

For example, if di = 1 and Δ = 32 when n = 2 and DCT coefficient is 24,
D1

C becomes ‘16’. If n is bigger, which means section Δ is divided into more
segments, then a large amount of data can be inserted. In this case, however,
the robustness to compression is lowered. Accordingly, the quantity of data to
be inserted and robustness to compression are in the relation of trade-off with
each other.

3.1.2 Inserting watermark
This section introduces image watermarking technology used in inserting data
into WaterCash. Signals used as watermark are contents-ID assigned to Water-
Cash, rewriting-prevention code and user password.

First, convert input data(contents-ID, rewriting-prevention code and user
password) into binary codes of ‘0’ and ‘1’ and insert 1 bit into each 8x8 pixel
block of the input image. The procedure of data insertion is as follows.
a. Perform DCT on an input image by 8x8 pixel block.
b. Perform dither modulation of the DCT coefficient using eq. 1 according to
data (0 or 1) to be inserted.
c. Perform inverse DCT for DCT coefficient after dither modulation.

3.1.3 Extracting watermark
The process of watermark extraction is similar to that of watermark insertion.
This section explains the process of extracting data that have been inserted as
watermark.
a. Divide an input image into 8x8 pixel block and perform DCT.
b. Extract inserted data using eq. 4.

Edi = MODn

{[ |C (u, v)|
Δ/n

]}
Edi = 0, 1, · · · , n − 1 (4)

Here, Edi
means data extracted from the watermarked image. MODn{•} means

the remainder after dividing the input value by n and [•] produces the closest
integer to the input value.
c. Make the extracted data into meaningful codes.

3.2 The Structure of Inserted Data

To use images as electronic money we insert contents-ID into the images. What
is more, we insert a rewriting-prevention code to prevent the contents-ID and
user password from rewriting to WaterCash.
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Fig. 2. The structure of data to be inserted.

When contents-ID is inserted to an image, it is checked whether contents-ID
has already been inserted into the image before. If contents-ID has been inserted
into the image, it is not allowed to replace with another contents-ID. Contents-
ID area on the second field is to insert contents-ID assigned to an image. This
contents-ID makes it possible to utilize WaterCash as money. That is, through
verification procedure about the validity of the contents-ID in the WaterCash
server, WaterCash can be used in every commercial transaction.

User password on the third field protects the user from damage by theft or
loss. Because user password is decided through hash function, its length is not
limited. Thus, once a password is set, other people are not allowed to use the
WaterCash illegally. Lastly, cyclic redundancy check(CRC) code is attached at
the end of these three fields. This CRC code makes it possible to verify whether
the extracted data are correct or not.

4 Experiment Results

This section presents an experiment on the watermarking technique developed.
Because when WaterCash is forged and modified it must be changed uselessly
and images are generally saved in compression format we apply semi-fragile
watermarking technique in this study. That is, to use the images as electronic
money, proposed watermarking algorithm must be robust to compression but
weak to other malicious image manipulation. If a user has modified a part or
the whole of an image in order to change information on his/her WaterCash,
the WaterCash becomes invalid. It is because the password becomes incorrect
or contents-ID is not extractable due to the modified parts. This experiment
tests whether the modified parts are efficiently detected when random data are
inserted into images and parts of the images are modified. In addition, it includes
that the extraction rate of the embedded information under JPEG-compressed
image is shown.

4.1 Detecting Forgery / Modification

Let us assume that a malicious user has modified a part of an image used as
WaterCash. And assume that we know data to be embedded for experiment.
Through this experiment we verify whether the proposed watermarking algo-
rithm can detect the modified parts. The size of the image used was 536 x 240,
and a bit was inserted into each 8x8 pixel block. Figure 3 (a) shows the im-
age to which data have inserted, and (b) is a partly modified image. (c) shows
the detection of modified parts using a forgery/modification detection system.
The modified parts can be detected through comparison the extracted data with



A Study on Image Electronic Money Based on Watermarking Technique 513

Fig. 3. Forgery / Modification Detection. 1 : Paste original image, 2 : Delete (fill
background textures), 3 : Add a line drawing, 4 : Change Color (the pupil of the eye),
5 : Delete guts (a tooth), 6 : Copy (an earring), 7 : Rotate, 8 : Paste another content,
9 : Paste another contents, 10 : Replace with computer generated texts.

the embedded data. But if modifications are actually applied to WaterCash, we
decide whether the extracted data is correct or not through the CRC code.

4.2 Robustness to Compression

The table below is the results of experimenting on the robustness of the pro-
posed semi-fragile watermarking technique to JPEG compression. It shows data
extraction rates for different compression rates. In case of using ‘BMP’ or ‘RAW’
formatted image file as WaterCash, because the file size to be transmitted from
WaterCash server to user is so large, JPEG-compressed images have to be used as
WaterCash. So the proposed data embedding technique need to have robustness
against image compression.

In the Table 1, QF means quality factor of the JPEG-compressed image. And
extraction rate RE is calculated using Eq. (5).

RE = 1 − BER, BER =
BErr

BTotal
(5)

Here, BTotal is the total number of bits inserted, and BErr is the number of
wrong ones among extracted bits. And BER means bit error rate.

According to the graph, extraction rate goes down with the rise of com-
pression rate. Because the value of WaterCash can be estimated properly when
inserted data are extracted exactly, there should not be errors in data extracted
from WaterCash. This problem will be solved using ECC(error correction code)
because BErr is under 10 %.

Table 1. Test on robustness to JPEG compression.

JPEG(QF)
RE

100 90 80 70 60 50 40 30

1-BER 1 0.997 0.995 0.994 0.986 0.987 0.985 0.968
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5 Conclusions

In this study, we proposed the image electronic-money using the image water-
marking technology. Because the technology is based on semi-fragile watermark-
ing technique, it is possible to extract data from compressed images but not pos-
sible from maliciously modified images. In addition, because WaterCash prevents
theft, forgery and modification and guarantees anonymity and transferability, it
is safe and free from the invasion of personal privacy.

As it is getting easier to obtain and produce digital images, WaterCash using
images is less expensive in issuing and discarding than currency or prior elec-
tronic money such as credit cards. What is more, as any kinds of images are
usable as money, image electronic money may be utilized in advertising or as
merchandise coupons.
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Abstract. This paper proposes a web-based multimedia TV-News sys-
tem, which can records and analyzes news video to generate hierarchy
news contents automatically. To achieve this goal, various neural network
based techniques, including image processing, audio processing, and op-
tical characters recognition are applied. Since July 2003, the multimedia
TV-News system has been implemented and continuously been up run-
ning at http://nn.csie.nctu.edu.tw/TVNews/intro.htm for general public
browsing and studying.

1 Introduction

With the emerging of network service, web-news[1][2] becomes a popular infor-
mation resource for people to make contact with the world. The most significant
characteristics of web-news service are instant data updating, hierarchy news
contents, and user-friendly searching mechanism. However, lacking of video is
a drawback comparing with traditional TV-news programs. Although TV-news
program has colorful videos, it is still painful for users to find stories they really
want. Due to the recent advances of web technology on multimedia, creating
a news media that possesses all the advantages of web-news and TV-news be-
comes possible. Such a web-based-service can provide a well-organized daily news
list, convenient searching mechanism, and rich multimedia contents. And most
importantly, a system that can generating contents fully automated. Browsing
headline list may be the simplest way for users to access news stories. There-
fore, making title for each news story is the first thing to do. Then, in order
to efficiently achieve a clear idea of a news story without watching the whole
video clip, a set of key frame images can be used to depict the story. In general,
headlines, key-frames, video clips, and story scripts are needed contents for a
multimedia news service.

Using digital multimedia techniques to create TV news programs has been
a new trend for news media production system. However, TV news has been
broadcasted for years, a lot of TV news contents are saved and preserved in
� This research was supported in part by the National Science Council under Grant

NSC 91-2213-E009-115.
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thousands of news videotapes. Thus, an automatic hierarchy news generating
system is definitely necessary to produce multimedia contents from these tapes.
Although there are difficulties to retrieve contents from video, the maturation
of multimedia and pattern recognition techniques signals we are now able to
conquer all the problems.

In general, shot detection[3], speaker identification[4], video optical character
recognition(VOCR)[5][6], and data mining[7][8] techniques are needed for video
analysis and multimedia content generation. Several multimedia systems[9] have
been proposed. Most of which are designed for alphabetical language based me-
dia. Here, we propose to use the VOCR techniques to recognize Chinese caption
for extracting key words in a news story. The difficulties in VOCR for poor char-
acter image are due to 1) many characters(5401 words), and 2) complicated pat-
terns. To tackle these problems, we propose a frequency-based VOCR technique
and searching related text over web news to improve the recognition accuracy.
In order to demonstration the proposed system, a prototype of the multimedia
web system is available at http://nn.csie.nctu.edu.tw/TVNews/intro.htm. This
paper presents a web-based TV-news system that generates contents automati-
cally. The general system architecture is framed in Section 2. The details of how
necessary data are generated automatically is illustrated in Section 3. And, Sec-
tion 4 discusses the design and implementation of the web-based user interface.
Finally, Section 5 briefs concluding remarks and future works.

2 System Architecture

The flow chart of automatic news content generation is depicted in Figure 1.
There are two input sources - Cable TV and World Wide Web. At first, TV-
news program video is recorded to produce high-quality video for analysis, and to
generate streaming video for web browsing. The news-video is fed into modules
for story segmentation, key-frame selection and headline generating. Then, news
story headlines, key frames, streaming video clips, and scripts are stored in a
database. We will discuss these technologies in detail in the following sections.

Headlines Generation Headlines Generation

Database

Cable

TV

Web

World
Wide

Key Frames Selection

Multimedia Data Collection

Story Segmentaion Start/End Time of Story

Key Frames

Streaming Video

Fig. 1. Flow chart of automatic news content generation. There are two input sources,
including Cable TV and World Wide Web, and four output contents, including stream-
ing video, key-frames, start/end time of story, and headlines.
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A user could requests through the proposed TV-news service web site to
search story by keywords or browse daily news. The detail of web-interface design
will be given in Section 4.

3 Content Analysis

Headlines, and key-frames of TV news stories, and anchors’ speech models can be
obtained from video content analysis. The content analysis consists of four com-
ponents: multimedia data acquisition, key-frame extraction, story segmentation,
and news headline generation. The details are recorded as follows.

3.1 Multimedia Data Acquisition

In order to automatically generate necessary contents, news video and scripts
are collected at the beginning of the work. Then, the captured data is trans-
formed into suitable format before being applied to the following analysis. For
general content analysis work, MPEG-1, a well-defined open standard of fair
quality video, is the format we need the most. Except MPEG-1 video, high-
quality and well-recorded images are needed for close-captions extraction and
VOCR. For this purpose, the captured TV-frames are sampled into portable
pixel map (PPM) images. Besides, the system encodes captured news video into
ASF format for transiting video over Internet of various bandwidths. The ad-
vancement of computer hardware makes capturing and encoding video into three
different video-formats at the same time to be possible. In addition, Encoding
video into all desired formats simultaneously brings many of advantages, such
as processing time efficient and event synchronizing accurate, etc.

A robot like, web searching software was also developed to automatically
fetches news scripts from net-news web sites.

3.2 Key-Frame Extraction

To efficiently browse news story without downloading a whole news video, a set
of key frames are selected from sampled video images. The main idea is that
the system firstly cuts video into several series frame sets, named shots, and
then picks frames from each shot. The spatio-temporal slice method, proposed
by Ngo[3] presents the spatio and temporal relationship of video sequences. Be-
cause the shot-change brings clear edges in spatio-temporal slice, the shot change
locations can be easily detected by conventional edge detection algorithm. An
example of spatio-temporal(ST) slice is shown in Fig 2. Two apparent vertical
edges divide ST slice into three pieces. These two vertical lines corresponds to
the time lines of shot changes.

To catch motion activities of a news story as much as possible, we extract
key-frames from each shot, and high motion scenes.
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Fig. 2. An example of spatio-temporal slice. The locations indicated by arrow symbols
are just the shot-change locations.

3.3 Story Segmentation

In the way of a traditional TV news presentation, news abstract is firstly narrated
by an anchor man, and then the display of background story. Presentation of
every news story is repeatedly in this manner. In the proposed method, this
scenario is adopted to segment a daily news program into individual stories. To
locate the proper time point when an anchor starts the narrative speak of a
video clip, we use Bayesian Information Criterion based method [10] to locate
the changing points of the speech. The changing point indicates the start and
the end of individual segment. Segments with similar characteristic are linked
together as a cluster. In general, anchors’ speech segments forms the biggest
cluster. Modeling the speech of the anchor with Gaussian mixture model and
fine tuning by EM algorithm can further improve the preciseness of changing
points between speakers. By scanning through the whole audio recording over
the taped video, the starting time points of an anchor segment can be located
accurately. The details of this method can be found in [4,11].

3.4 Headlines Generation

The section presents the title and descriptions extraction of a news story. TV
News introduce each story in a few words by displaying them as close-captions.
Extracting and recognizing close-captions from video could definitely achieve
the title words. Unfortunately, low-resolution video character patterns causes
the poor performance of optical Chinese character recognition. Therefore, to
find supporting source for headline generating is necessary. Figure 3 shows an
example to depict why video optical Chinese character recognition is difficult.
Since the Chinese character is much complicated than alphabetical characters,
thus Chinese character are not displayed clearly in low-resolution image, compar-
ing to a printed Chinese caracter image. In addition, after binarization process,
the character image becomes even worse.

The good news is that most TV stations provide text news headlines and
scripts on their web site before the news programs are on the air. If we can find
out the corresponding relation between news scripts of web-news and segmented
video clips, the perfect news headlines can be achieved. Therefore, the system
run video-OCR firstly, then matches extracted characters with web-news scripts
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Fig. 3. An example of Chinee characters images. When comparing with the printed
images(right), The quality of TV-news program frames(left) are very poor.

to link video clips and scripts. In addition to headlines, some scripts of a news
story are linked, too.

In order to extract characters from frames, the system, firstly, detects the
region of close-captions, and then segments individual character from the caption
block.

A two-layered OCR-engine is designed to recognize these extracted character
blocks. The images blocks are classified into several coarse classes, at first. Then,
the characters are recognized by the fine classifier. As shown in Table 1, the low
frequency part of discrete cosine transform performs best as the feature of coarse
classifier. Two dimensional discrete cosine transform of an image of size N1xN2
is defines as

Î(x, y) = cu · cv

N1−1∑
i=0

N2−1∑
j=0

I(i, j)cos
(πx(2i + 1)

2N1

)
cos
(πy(2j + 1)

2N2

)
, (1)

where I(x, y) is the image intensity at location (x, y).
Table 1 also suggests that the best feature for fine classifier is generated by

Daubechies wavelet transform. The scaling function (Eq. 2) and wavelet function
(Eq. 3) of Daubechies D4 wavelet transform is defined as
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where si is the image intensity.

Table 1. Experimental results of feature combinations. 21711 training and 13384 test-
ing samples of 1446 characters are used. Six features, including closing count(CC),
first order peripheral(FPF), text pixel distribution(TPD), central projection(CPT),
discrete cosine transform(DCT), and discrete wavelet transform(DWT), ,are tested,
and the best combination is DCT+DWT(94.37%).

coarse\fine CC FPF TPD CPT (128) DCT (210) DWT (256)
CC(32) 90.17% 79.84% < 50% 89.79% 93.84% 93.73%
FPF(64) 90.47% 80.22% 93.16% 90.80% 94.18% 94.13%
TPD(64) 89.89% 77.47% 91.28% 87.86% 93.46% 93.27%
CPT(128) 90.77% 79.94% 92.63% 91.04% 93.33% 92.63%
DCT(55) 91.63% 80.32% < 50% 91.11% 94.24% 94.14%
DWT(64) 91.55% 81.15% 93.66% 91.30% 94.37% 94.19%
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After all features are extracted, the k-means algorithm is applied to partition
characters into clusters. Efficiency is the major reason. The k-means algorithm
repeats the following steps until all clusters centers are converged.

1. Redistribute data points to the nearest cluster ki.

ki = argmin
k

1
V

√∑
v

(piv − ckv)2 (4)

where V is the number of features, piv is the v-th feature of point pi and ckv

is the v-th feature of cluster center ck.
2. Compute the center of cluster ck = (ck1, ck2, .., ckV )

ckv =
1

Nk

∑
i∈Ck

piv (5)

where Nk is the number of data points belong to cluster Ck.

Finally, PAT-Tree[8] is used to match the extracted close-caption characters to
scripts of web-news to obtained headline for each story.

3.5 Discussion

The overall precision rate is infected by several factors. The first is that news
channel often changes their presentation style. For example, all commercials
were clustered together years ago, but recently commercials are spreaded over
the whole news program. The second, fetching proper text documents from web
is another dominating factor. In other words, the completeness of website’s news
story greatly affects the performance. To keep our system acceptable to meet
news web user’s requirement, we would like to modify the system to achieve
90% precision rate with 20% reject of each news story.

4 Web-Based User Interface

This section presents the design and implementation of web-base user interface.
First, we would like to briefly describe three servers in the web TV-News
system. These servers are database server, web server, and media server. The
data generated in Section 3 are stored in the SQL database. Web server accepts
users’ requests of looking up contents from database server, and then composes
and returns the requested pages to users. When users acquire a news video, web
server redirects the request to media server. The media server then supplies
required video.

At the prototype web site [12], users can browse news stories by date, or
query desired news story by assigning keywords. After opening the starting page,
there are two links for PC-users and PDA-users respectively to begin the news
service. The following explanation is for PC users. The main service page is
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(a) News stories list (b) Key-frames and video of story

Fig. 4. User interface Demonstration.

divided into two partitions - top and bottom frames. Users can specify date and
channel on the top frame, and browse news stories list of specified date and
channel on the bottom one, as shown in Figure 4(a). Headlines are listed on the
bottom-left. And the images displayed on the bottom-right are the representative
key-frame of each news story. Users can select stories by clicking on headlines or
representative key-frames. The story selected is shown on the bottom frame (see
Figure 4(b)). The key-frames of this story are presented on the bottom-right all
at once. Besides, a embedded window for playing video is also displayed on the
top-left corner.

In addition to browsing related news stories by date and channel, users can
assign several keywords for related news stories in the database of the proposed
web TV-News system. Stories that matched users’ requirements are then listed
at the bottom-left frame.

5 Conclusion and Future Works

A web-based TV-news service system with automatic content generation func-
tion is proposed in this paper. The proposed system can be implemented on two
PCs. The P4-1.8G-Hz machine is recommended to be used to generate contents,
and the other one (P3-650MHz) serves as a database and a web server. Including
the recording time, one-hour news video can generate contents in three hours.
The prototype TV news browsing system was finished in July 2003. Since then,
we powered up the system, and let in runs all the time. Up to the date of May
28, 2004, when the report is written, the system is continuously running, except
a few short shutdown due to power failure.

The overall precision rate is infected by several factors. The first is that news
channel oftenly changes their presentation style. For example, all commercials
were clustered together years ago, but recently commercials are spreaded over
the whole news program. The second, fetching proper text documents from web
is another dominating factor. In other words, the completeness of website’s news
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story greatly affects the performance. To keep our system acceptable to meet
news web user’s requirement, we would like to modify the system to achieve
90% precision rate with 20% reject of each news story.

However, the system could be improved in the following aspects: first, higher
accuracy rate in headline generation and story segmentation are need to achieve
better automated processing performance. second, more semantics meaningful
key frames are needed. Knowledge discovering algorithm may be a better choice
to generate more meaningful key-frames.
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Abstract. The key requirement in medical imaging systems is to be
able to display images relating to a particular disease, there is increasing
interest in the use of Image Retrieval techniques to aid diagnosis by
identifying the region of abnormalities from bio-medical images. Bio-
medical images, such as pathology slides, usually have higher resolution
than general-purpose pictures. In this paper an evolutionary computing
based technique for classification of biomedical images on the basis of
combined feature vector, which combines color and texture feature into
a single feature vector, is presented. The system uses concept based on
pixel descriptors, which combines the human perception of color and
texture into a single vector, with the extraction of region of interest.
The region extracted using the feature vectors represented in the form
of pixel descriptor are fed as input to a neural network, which is trained
for classification of images using genetic algorithm. The technique has
been implemented on the database of biomedical images. Some of the
experimental results are reported in the paper. The medical community
can be assisted with this technique in diagnosing the disease.

1 Introduction

With the increase in modern medicine and diagnostics techniques such as radiol-
ogy, histopathology, and computerized tomography has resulted in an explosion
in the number and importance of medical images now stored by most hospitals.
As more and more images are captured in electronic form the need for programs
which can find region of interest in a database of images is increasing. While
the prime requirement for medical imaging systems is to be able to display im-
ages relating to a named patient, there is increasing interest in the use of Image
Retrieval techniques to aid diagnosis by identifying similar past cases. Probably
the greatest medical advance in the late twentieth century was the develop-
ment of CT scanning techniques, which in many instances removed the need for
exploratory surgery [1,14]. The same CT techniques that make image reconstruc-
tion possible using X rays have subsequently been applied to magnetic resonance
imaging, a more sensitive technique for analysis of soft tissue and for metabolic
studies. The recent development of digital radiography is replacing traditional
methods of storing X-ray film, with direct computer storage providing the ability
to transfer images from the office to the physician’s home or to remote locations.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 523–532, 2004.
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In medical imaging it has been observed that the use of visual texture conveys
useful diagnostic information. However image-processing modes based on scan
sections or radiographic views do not completely provide diagnostic information
in advance, when it would be easier to control a disease, make a therapeutic
decision, or perform surgery. This is due to the fact that gray level differences in
tissues are small compared to the accuracy with which the measurements may
be carried out for a reasonable patient dose of X-rays. As there are many texture
analysis methods available, it is possible to derive numerous texture parameters
from a region of interest in an image. Image retrieval is critically important in
patient digital libraries, clinical diagnosis, clinical trials and pathology slides.
Most of the existing image retrieval systems [2,3,5,6] are designed for general-
purpose picture libraries such as photos and graphs. Regardless of the imaging
technology, all digitized images use the same general format. It is very impor-
tant to extract the maximum possible information from any image obtained.
Most of the image retrieval systems use low-level features such as color, texture,
structure and shape. It is generally accepted that texture and color are the key
features for image retrieval systems. There have been attempts to combine color
and texture [2]. The paper uses the assumption of pixel descriptor [15], which en-
compasses color information into texture features. The pixel descriptor encodes
color information that is with in human perception range [4,8,10]. The feature
derived from pixel descriptor is more meaningful to human perception than the
texture feature representation alone and significantly improves the retrieval per-
formance. The performance of the proposed technique in which the features are
represented as pixel descriptor are compared with Gabor texture representation
[11,12]. The prominent regions are extracted using clustering techniques [19].
The obtained feature vector is used for training the neural network [7] for clas-
sification of biomedical images. This approach aims to use genetic algorithms
to train and refine feature-based networks for the Region of Interest detection
problems. The training of neural networks is done using genetic algorithms. The
proposed technique can assist the medical community in diagnosing the disease.
The paper has been organized as follows Section 2 explains the proposed evo-
lutionary computing approach. The implementation of technique is discussed in
Section 3, experimental results are presented in Section 4, and conclusion and
future discussions are given in Section 5.

2 The Proposed Technique

Image Retrieval Systems, which exists today, are essentially limited by the way
they function. Such as an Optical Character Recognition method may be good
for graphs or charts found in biomedical educational area while a region-based
approach is much better for pathology and radiology images. A method based
on classification of images based on texture and color is presented for searching
biomedical images. A combined feature vector for texture and color is obtained
which is more meaningful than the texture feature representation alone and
significantly improves the performance. The significant regions from images are
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Fig. 1. Block Diagram of the proposed technique

extracted and stored in the database. The method can be useful in diagnostic of
diseases if the possibility of a color and texture is known in the Region of Interest
(ROI) of an image, and the images can be classified into category of diseases.
The neural network is trained using genetic algorithm. The output obtained
after training the neural network is used to calculate the similarity factor [16].
Figure 1 gives the block diagram of the technique.

3 Implementation of the Technique

The technique implemented is carried out in two stages. First stage is the region
extraction stage and second stage is of t he classification of images.

Stage 1: Region Extraction

For extraction of feature the concept of pixel descriptor [15] is used for describing
the details of pixels in an image. The purpose of pixel descriptor is to combine
the vector form of texture feature representation, derived from the responses
to the image from a set of filters, with the color information. Pixel descriptors
combine the texture information with color and are derived by using a set of
texture and color descriptors. A Gabor function and a Gaussian function as
a color descriptor function has been considered. A pixel descriptor for a pixel
(x,y) in the image I is then obtained by taking a vector of both color and texture
descriptors for that particular pixel (x, y).
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3.1 Obtaining Pixel Descriptors

A Gabor function is used to derive a set of filter banks for texture description.
Gabor functions are Gaussian functions modulated by complex sinusoids. In two
dimensions, the Gabor functions are as follows:

g(x, y) =
e

−1
2

(
x2

σ2
x

+
y2

σ2
y

) + 2πjω

2πσxσy

where j =
√−1 , ω is the frequency of sinusoid and σs are standard deviations

(parameters of the Gabor function). A class of self-similar Gabor wavelets by
appropriate dilations and rotations of g(x, y), through the generating function
can be obtained.

gmn(x, y) = a−mg(x′, y′),

a > 1, m, n = int eger,

x′ = a−m(x cos θ + y sin θ),

y′ = a−m(−x sin θ + y cos θ)

where θ = nπ/K, K is the number of orientations and n = 0, 1, ..., S −1, S is the
number of scales. Let Ul and Uh denotes the lower and upper center frequencies of
interest. Then the following filter design ensures that the half - peak magnitude
support of the filter responses in the frequency spectrum touch each other.

σu = 1/2πσx, σy = 1/2πσy,

a =
(

Uh

Ul

) −1
(s−1)

, ω = Uh,

σu =
((a − 1)Uh)

(a + 1)
√

2 ln 2

σv = tan
( π

2K

)[
Uh − 2 ln 2

(
σ2

u

Uh

)][
2 ln 2 − (2 ln 2)2σ2

u

U2
h

] 1
2

For experimental results reported, S = 4 and K = 6 and a filter size of
61 × 61 have been used. Given an Image I(x, y), the transform coefficients are
computed.

Tmn =
∫ ∫

I(x1, y1)gmn ∗ (x − x1, y − y1)dx1dy1

where ∗ indicates the complex conjugate. The texture descriptor for the given
image I is then the vector of matrices,

utexture = [T1, T2, ..., TN ] where N = S ∗ K = 24.
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A normalized Gaussian model to extract color descriptors of the images is
used. The Gaussian model in n-dimension is represented as:

Gn(x) = Kcexp

⎛⎝−1
2

(√∑n
i=1(xi − μi)2

σ

)2
⎞⎠

In an image the total number of colors present is very large. There are over
16 millions colors in an image with 24 bit color. It is extremely difficult to model
such a large number of colors. To limit the number of colors without loosing
much information contained in an image from the point of user’s perception,
only 27 colors are chosen following the experimental results in [9,10,13]. It has
been found experimentally that these 27 different colors are significant and fall
within the range of human perception [9,13]. Thus in order to represent color
descriptors, 27 different Gaussian functions are generated by changing the value
of μi. In the RGB color space, the 3-dimensional (n = 3) Gaussian functions are
formulated. μ represents the RGB values for a particular color. Suppose Cc is
the response of the image I to a color c, the color descriptor for I is then given
by the vector of matrices,

ucolor = [C1, C2, ..., C27]

By varying the value of σ the response of the Gaussian function can be tuned.
For the experiments the values for Kc = 1, and σ = 0.5 are taken.

Pixel Descriptors are obtained from texture and color descriptors. The pixel
descriptor represents the color descriptors and the texture descriptors. In the
technique 24 texture descriptors and 27 color descriptors are used. For a pixel I
at (x, y) in an image, the pixel descriptor is derived as follows :

upixel(x, y) = [utexture(x, y), ucolor(x, y)]

where utexture(x, y) is the 24 dimensional vector of T (x, y) and similarly for
color. Then the pixel descriptor vectors are normalized as follows.

upixel(x, y) =
upixel(x, y)

‖upixel(x, y)‖2

The subscript 2 stands for Euclidean distance. The above mentioned normalized
pixel descriptor is used to generate feature representation.

A texture region is represented by mean μ and the standard deviation σ of
the energy distributions of the transform coefficient, calculated as follows:

μ =
∫ ∫

| utexture(x, y) | dxdy

σ =
√

| (utexture(x, y) − μ)2 | dxdy

Then the feature representation for texture descriptor alone is represented
as follows.

r11 = [μ0, σ0, ..., μ23, σ23]T
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Similarly the feature representation from pixel descriptors are extracted as
follows

μ =
∫ ∫

| ucolor(x, y) | dxdy

σ =

√∫ ∫
| (ucolor(x, y) − μ)2 | dxdy

Then the feature representation for texture descriptor combined with color
descriptors is represented as follows.

r12 = [μ0, σ0, ..., μ23, σ23, ..., μ50, σ50]

For region extraction, these pixel descriptors are then clustered by using the
clustering technique [19]. For clustering a constant number c of well-scattered
points in a cluster are chosen first. The chosen scattered points are next shrunk
towards the centroid of the cluster by a fraction α. The value of α is assumed
as 0.3. It has been observed experimentally the value 0.3 for α generated right
clusters and the effects of outliers were dampened. The scattered points after
shrinking are used as representatives of the cluster. The clusters with the closest
pair of representative points are grouped at each step. This clustering algorithm
is less sensitive to outliers since shrinking the scattered points toward the mean
dampens the adverse effects of outliers as these are typically far way from the
mean. The number of clusters depends on the complexity of the image. It iden-
tifies a region of the image with related pixel values. The clustered pixels are
sent back if necessary to the clustering module. The final module smoothes the
regions and outputs the result.

Stage 2: Classification

In stage 2 the Region of Interest (ROI) is selected and is submitted as a query
image to the neural network. The regions are extracted and stored in the medi-
cal image database using the feature based descriptor. The query image having
abnormalities can be submitted to the Neural Network and training can be per-
formed. Genetic algorithm is used for neural network training as with genetic
algorithm, more accurate results are achieved. It would be beyond the scope
of this paper to explain the basic terminology, implementation and features of
genetic algorithm. In order to get an appropriate chromosomal representation of
the network weights [17,18] these have to be randomly initialized multiple times
and accordingly coded into linear structure. Each chromosome (individual) rep-
resents one neural set. Since the architecture of the neural network is predefined
and remains fixed after the initialization the chromosome solely consists of the
weight values does not contain any topological or structural information. All
these individuals represent the initial population. For this kind of set up, the
groups of weights are swapped over. Two population examples are selected, one
from the lower error (LE) half, and another from the higher error (HE) half. The
LE weights are given HE for the final layer, and put it back in the population.
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Fig. 2. Learning Profile for Neural Network

Mutation is also a genetic operator, which is to be considered. In the example pro-
gram, there is a rather high chance of mutation, and then the weights are altered
by anything between −1 and 1. The training of neural network is carried out by
varying the number of hidden nodes. The learning profile with different number
of hidden nodes is shown in Figure 2. The error is reduced with different number
of iterations and number of hidden units. The trained output is used for comput-
ing the similarity factor, if the value is higher more similar is the image. Thus
the Images that have similar regions can be listed out from the image database.

4 Experimental Results

The technique has been implemented in C/C++ and the experiment is carried
out on PARAM 10000 parallel computing system with Ultra Sparc II 64-bit
RISC CPUs with SUN SOLARIS 5.6 operating system. For testing the effec-
tiveness of the algorithm biomedical image collection from National Technical
Information Services Springfield U.S.A., pertaining to tumor has been used as
Image Database. The results obtained on applying our algorithms have been
consulted with Radiologist from PGI, Chandigarh and the diagnostics matches
the medical reports. As such the algorithm has been tested and implemented on
about 100 medical images. However, only some of the results are being reported.
The diagnostics given by the doctor for Figure 3 is as follows: Brain MRI showed
a cavernous malformation located in the pons. Also it is apparent from the Fig-
ure the lesion has a different texture and color intensity as marked in the images



530 S. Tapaswi and R.C. Joshi

Fig. 3. Learning Profile for Neural Network

Fig. 4. Comparison of Precision Vs Recall for Gabor method and the proposed method

in Figure 3, the regions are obtained on applying the proposed algorithm. We
have compared the retrieval performance of proposed method with the Gabor’s
Method and the Precision vs. Recall curves are shown in Figure 4.
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5 Conclusions and Future Discussions

The study has shown some promise in use of texture and color for extraction
of diagnostic information from medical images. The features used characterize
different aspects of the texture in a small neighborhood of a pixel in biomedical
images. These image features could be used to discriminate among the various
tissue types that are inaccessible to human perception. The results obtained
from the proposed technique are analyzed, compared and consulted with the
Radiologist. The preliminary results of the approach are found to be useful for
medical practitioners. The experimental results indicate that this method can
be useful for screening biomedical images for any suspected disease that can
be diagnosed on the basis of color and texture present in any region of the
biomedical image. One major advantage of using neural networks in medical
decision support system is that a huge effort of knowledge engineering into the
domain knowledge can be saved, provided that sufficient amount of training cases
are available. So far only two features of images such as texture and color are
only worked upon, as shape also plays a vital role in biomedical image processing,
efforts are being made to include the shape feature also.
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Abstract. In the presented work, we introduce a concept of the
Movie-Based Programming based on movie-like representation of algo-
rithms and methods. It provides correspondence between algorithmic
movie frames and problem solution steps that any frame should visual-
ize/animate a part of a program/algorithm execution. The programming
process is in manipulating with special movie-program objects (MP-
objects) generating automatically a part of an executable code as well
as producing frames, which are adequate to the code generated. It also
includes a special multimedia language with high-level constructions and
operators in order to make the programming process more efficient and
comfortable. Both movie and program can synchronously be generated
and debugged. A debugging scheme allows visualizing and controlling all
references to the structure elements.

1 Introduction

With the incorporaton of sounds, graphics, animations and video, multimedia is
a different way of presenting information and in many cases can enhance tradi-
tional programming technologies in order to help users to make a programming
process easier and more effective. That is why visual programming technique
and languages are widely investigated and used for many applications. They
are often involving computer algorithms animation technologies [1] as well as
methods for executable code generation from the multimedia specifications [2].

S. Tanimoto proposed the Data Factory, which is an experimental visual
programming environment based on a form of computation called the ”factory
model” [3]. This software supports investigations into the use of the factory
model in explaining computing concepts and in exploring the possibilities for
programs and program styles in the factory model.

The animated visual 3D programming language SAM (Solid Agents in Mo-
tion) for parallel systems specification and animation was proposed in [4]. A
SAM program is a set of interacting agents synchronously exchanging messages.
The SAM objects can have an abstract and a concrete, solid 3D presentation.
While the abstract representation is for programming and debugging, the con-
crete representation is for animated 3D end user presentations.
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A system called JAVAVIS was developed as a tool to support teaching object-
oriented programming concepts with Java [5]. The tool monitors a running Java
program and visualizes its behavior with two types of UML diagrams which are
de-facto standards for describing the dynamic aspects of a program, namely ob-
ject and sequence diagrams. We can characterize the most of mentioned systems
as very special and focused on solving specific problems.

Multimedia approach for interactive specifications of applied algorithms and
data representations is based upon a collection of computational schemes rep-
resented in the ”film” format proposed in [6,7]. Each scheme by itself reflects
some knowledge about a certain method of data processing. When applied to
computational methods, a given scheme determines a set of nodes (structure)
and/or objects moving in a space-time coordinate system as well as partial order
of scanning these nodes and objects. Abstract self-explanatory films, which are
series of frames/pictures with different multimedia effects, are used for presen-
tation of the method. Each frame of such a film corresponds to a certain stage
of problem solution.

In the presented work, we extend this approach by introducing a concept of
the Movie-Based Programming based on movie-like representation of algorithms
and methods. It provides correspondence between algorithmic movie frames and
problem solution steps that any frame should visualize/animate a part of a pro-
gram/algorithm execution. The extention is that the programming process is
in manipulating with special movie-program objects (MP-objects) generating
automatically a part of an executable code as well as producing movie frames,
which are adequate to the code generated. It also includes a special multimedia
language with high-level constructions and operators in order to make the pro-
gramming process more efficient and comfortable.Both movie and program can
synchronously be generated and debugged. A debugging scheme is proposed to
allow visualizing and controlling all references to the structure nodes.

In Section 2, we discuss a concept of the Movie-based Programming and
show main elements of Movie-based Multimedia Environment for Programming
and Algorithms Design (MMEPAD). The third section describes operations on
the MMEPAD objects. In Section 4, the movie-program generation process and
debugging procedures are shown. The last section contains conclusion and future
research topics.

2 MMEPAD Concepts

2.1 Movie-Based Representation of Algorithms and Methods

Usually, a movie is a story, play, etc. recorded on a film to be shown in the
cinema, television, etc. A frame is any of a number (sequence) of small pho-
tographs making up a movie (cinema film). We can also consider a computer
program or algorithm implementation as a series of computational steps needed
to solve a problem. The movie-based programming provides correspondence be-
tween frames and solution steps. In this case, any frame should visualize/animate
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Fig. 1. Gaussian Elimination Algorithm Movie

a part of a program/algorithm execution. We define such a frame as the Movie-
Program Frame or MP-frame.

Figure 1 depicts an example of a movie showing a Gaussian Elimination Al-
gorithm and containing 14 MP-frames. Each MP-frame highlights and flashes
some elements of a parameterized matrix. This means that operations or formu-
las should be defined on a sub-matrix, column, and rows. Different operations
can be coded by different colors/sounds/animations. Special Control Lines i1,
i2 and j1, j2 are used to simplify the computational scheme understanding and
for possible references. A background can also be used to improve the method
representation.

The Movie-based Programming is in manipulating with special objects gen-
erating a part of an executable code as well as producing MP-frames, which
are adequate to the code generated. The key point of proposed concept is a
Movie-Program Skeleton or MP-skeleton including components having
these dualistic features (Fig. 2).

The MMEPAD architecture includes five main program modules. The MP-
skeleton Editor allows users to manipulate with MP-components specifying
movie-program parameters. Movie Generator and Player is to produce an al-
gorithmic movie by generating a basic MP-frames sequence. This sequence can
be extended by additional animations/sounds in order to improve movie presen-
tation. It is also possible to generate and play movie fragments together with
editing operations. The Generator of an Executable Code is to create a program
from the MP-skeleton. There are two possible types of MP-programs. The Final
Executable Program is generated according to the target machine requirements.
The Movie-based Program can be implemented and debugged under control of
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Fig. 2. Main Elements of the MMEPAD System

the Program Executor, Debugger and Data Visualizer. The Manager controls all
system operations and data access procedures.

2.2 MP-Skeleton Components

As shown in Fig. 3, a MP-skeleton consists of a set of MP-films. Similar to the
traditional programming, each film can be considered as a procedure or function.
There exists one main MP-film. Other films can be activated by using a special
calling mechanism. Each MP-film consists of a set of MP-stills. Usually, a still
is a photograph of a scene from a movie (cinema film). In the MMEPAD system,
such a scene is used for the frames-code generation. The user specifies parameters
of this generation by manipulating with the MP-still objects like MP-nodes,
MP-structures, Control Lines as well as MP-formulas defining operations
on these objects.

We can distinguish the following types of MP-stills. A single MP-still cor-
responds to one computational step in the MP-movie. Usually, it produces one
MP-frame. A still series or episode produces the set of MP-frames reflecting
a complete fragment/stage of a problem solution. Gaussian Elimination (Fig. 1,
Frames 2-6) and Back Substitution (Fig. 1, Frames 7-12) procedures are exam-
ples of MP-episodes. The HEAD-still should be the first still in any film. It
contains description of data structures and variables used in a current film. The
END-still is to finalize a film.
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Fig. 3. Example of a MP-skeleton Structure

The next group of stills is to control an order of stills processing. IF-still
is to skip or process selected groups of stills. The user should specify a logical
conditional expression as well as mark stills that will be processed for true and
false cases correspondingly. The WHILE-still is to repeat the processing of
stills marked while a condition is true. The CALL-still is to pass processing to
other MP-films. In this case, the END-still will return control to the parent film.

Importantly, the MP-skeleton structure is very close to a program structure
of traditional platforms like C, C++, Java, FORTRAN, etc.

3 Operations on MP-Objects

3.1 Manipulations with MP-Stills

Figure 4a shows an example of MP-still objects. The user can edit a set of
these objects as well as specify their parameters. A MP-node is an elementary
solid multimedia part (cell) of a 3D-space. MP-nodes activities are represented
by multimedia attributes (colors, sounds, animations, etc.) A MP-structure
is a set of MP-nodes joined according to the structure type like scalars, linear
and matrix arrays, grids, trees, etc. In Fig. 4, the MP-structure represents ma-
trix data, and each MP-node corresponds to a single matrix element. Control
lines/structures are used to address nodes, and/or show dependences between
nodes.
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a). Main elements b). MP-templates

Fig. 4. MP-still objects

A Sub-Structure is a part/subset of a MP-structure joining equal colored
MP-nodes having the same visual/sound representation and implementing the
same activities. The configuration of such a Sub-Structure causes partial scan-
ning order of these nodes realized in the MP-template. Fig. 4b depicts three
typical parts of any MP-template: tuning area, scanning area, and coordi-
nating area. The tuning area includes operators/commands setting param-
eters of scanning loops. These parameters depend on the substructure configu-
ration, placement of control lines or structures, and type of the final program:
sequential or parallel. The Scanning Area is a set of loops to scan coordinates
of MP-nodes in each substructure. The Coordinating Area is to provide a cor-
rect branch to the next still or complete a MP-frames sequence inside an episode.
Figure 5 shows an example of the MMEPAD window for editing MP-stills.

Fig. 5. The MP-still Editor Window
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Obviously, the template program implementation depends on MP-structure
features. Some difficulties appear when the Sub-structure shape will be irregu-
lar. We define an irregular Sub-structure, which is impossible or difficult to be
represented by a partial scanning order of nested loops. To decrease such diffi-
culties, we design a special technique based on decomposing such areas to a set
of regular domains having a standard scanning order as shown in Fig. 4b.

3.2 Formulas Attachment

Algorithmic skeleton shows data structures and some activities on these struc-
tures. In order to specify these activities, it is necessary to attach arithmetical
and/or logical formulas to the skeleton. We distinguish two types of formulas:
index (I-formulas) and computational (C-formulas).

Usually, index formulas or I-formulas are used to define control lines
activities in order to update control lines positions during frame transitions.
Each I-formula consists of control line names, basic arithmetical operations and
branch conditions. It should be attached to a corresponding control line on a
particular still. Therefore, each control line can have several index formulas inside
different stills.

Computational formulas or C-formulas are necessary to specify opera-
tions on active MP-nodes. We define a C-formula as a subprogram containing
a sequence of arithmetical and logical expressions to specify some local nodes ac-
tivities. Each C-formula includes the following components: MP-expressions,
control structures and regular text. MP-expressions are to specify data
access and operations on MP- nodes. Their notation is very close to the con-
ventional mathematical expressions. Moreover, they may be enhanced by using
special multimedia attributes like images, symbols and tables in order to im-
prove the formula perception (Fig. 6). Control structures are used to point
branch conditions. Regular text can be comments and/or a custom code, which
extends formula capabilities.

The MP-structure size parameters used in movies may often be different
from real ones needed for problem solution. The user should specify not only
name and type of a MP-structure but also its dimensions for both movies and
program. Those parameters can be either static or dynamic in a program, i.e.
may be changed during computations.

Fig. 6. A C-formula example
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a).MP-formula tracing b). Run-time debugging

Fig. 7. Debugging Environment

4 Movies-Programs Generation and Debugging

Information stored in MP-templates is used to generate MP-frames as well as
an executable code. During code generation, some template components (scan-
ning loops, variables, etc.) will be simply transferred in the final code defined
by a target system. MP-formulas will be converted to the final code after addi-
tional verification. To generate MP-frames, the MP-templates are also used to
form images and other graphical information. Calculations using MP-formulas
attached can also be implemented, and a movie will be generated representing
only one possible case of a MP-program execution obtained according to the
real data. It is also possible to generate a movie from a MP-skeleton with non-
complete formulas and conditions. In this case, MP-frames with images can only
be generated. The user may randomize or specify directly branches needed for
IF- and WHILE-stills. As was mentioned, the movie and program have differ-
ent size parameters of MP-structures. This leads that a movie and program will
have/reflect different numbers of MP-frames.

The proposed system allows implementation of a visual debugging of algo-
rithms and programs using two debugging schemes (Fig. 2). The first scheme
is to debug film structure and formulas activity during design-time (Fig. 7a).
The MP-formula tracing technique is used visualizing nodes referred by a
formula on a particular frame. Each C-formula is parsed in order to extract
indices of nodes where data access is per-formed. Those nodes are marked as
active with ’read’, ’write’ and ’read-write’ access type. This allows visualizing
any wrong access even before program execution.

The second scheme is to verify movie-based program data-flow during run-
time (Fig. 7b) using special breakpoints. When such a breakpoint achieved,
the program stops, and the executor invokes the data visualizer. Information
provided to the user includes a global frame and still numbers and a frame
number inside episode (if any). He/she can choose either to continue/terminate
execution, or return to the editing.
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5 Conclusion

The proposed concept of the Movie-based Programming allows manipulating
MP-objects, automatically and synchronously generating movie frames and ad-
equate executable code for matrix computations. To specify operations on MP-
objects, a special multimedia subsystem for the variable declaration and the
formula sequence definition was designed. This subsystem uses a special mul-
timedia language with high-level constructions and operators in order to make
the programming process more efficient and comfortable. Enhanced text-oriented
terms, tables, images and stencils are used for representing the arithmetical and
logical expressions.The debugging environment provides additional possibilities
to collect and visualize a history of formula references to the structures and data.
The MMEPAD system is realized on Java. It generates C/C++ programs and
can export movies in the Macromedia Flash Animation format.

Our further works will be oriented in designing movie-based linear algebra
library as well as include other structure types like trees, stacks, graphs, etc.
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Abstract. User’s traversal paths in VRML environments often can
reveal interesting relationships between the objects. However, the
massive objects are always stored and scattered in the storage units.
This will increase the search time and reduce the system performance.
Unfortunately, this problem is never considered in the traditional VRML
environments. In this paper, we develop an efficient clustering method to
improve the efficiency of accessing objects. The clustering methodology
is particularly appropriate for the exploration of interrelationships
among objects to reduce the access time. Based on the co-occurrence
table and similarity pattern clustering algorithm, we can cluster these
patterns more effectively and efficiently. In order to maintain quality
of the clusters, the similarity pattern clustering algorithm is presented
which satisfies this require-ment. Our experimental evaluation on the
VRML data set shows that our algorithm not only significantly cuts
down the access time, but also enhances the computational performance.

Keywords: Access Patterns, Clustering, Interactive VRML, Co-
Occurrence

1 Introduction

Today, an interactive VRML environment provides virtual navigation with com-
plex 3D models [13] and allows multi-user to traverse in it. Such virtual environ-
ment may be a virtual mall or a virtual museum, even a virtual world of an online
game. An interactive visualization system can simulate the experience of mov-
ing through a three dimensional model, such as a building or an exhibition, by
rendering images of the model as seen from a hypothetical observer’s viewpoint
under interactive control by the user. Several related researches [5] addressed
some effective and efficient methods of visibility pre-computing. The models are
subdivided into rectangular cells and visibility computations are preformed for
those cells. The visibility computations are aimed to find the set of cells visible
to an observer able to look in all directions from a position within the cell, and
to find the set of objects partially or completely visible to an observer with a
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specified viewing cone. Nevertheless, they never consider the problem of reducing
access times of objects in the storage units. They always concerned about how
to display objects in the next frame. In this paper, we consider this problem and
solve it by clustering. Clearly, when users traverse in a virtual environment, some
potential characteristics will emerge on their traversal paths. Path data should
be collected into clusters for users to know their current locations relative to
the VRML environments as a whole. The clustering path structure helps users
understand the relationships between the objects they have visited. Users can
decide where they can go next given their current locations and the objects they
have visited so far. By clustering these path structures, it has been made easier
for system to predict and pre-fetch the objects for next scene. For example, we
can reconstruct the placement order of the objects of 3D model on disk accord-
ing to common sections of users’ path. A new data mining capability for mining
the traversal patterns was proposed in [6,7]. They apply data mining technique
for mining access patterns in a distributed information providing environment
where documents or objects are linked together to facilitate interactive access.
Examples for such information providing environments include World-Wide Web
(WWW) [8,9] and on-line services, in which seeking for information of interest
is realized by traveling from one object to another via the corresponding facil-
ities (i.e., hyperlinks) provided [10]. Similarly, in order to maintain efficiently
the massive data objects in virtual environment, we can apply the data mining
technique to extract the common features of users’ traversal paths, and use the
mining results to help us improve the system design in object placement on disk,
disk pre-fetch mechanism, or the memory management. Consider the scenario in
Figure 1, the rectangles represent objects, and each circle represents a view as-
sociated with a certain position. Considering spatial locality, we may take object
1 and object 4 stored onto the same disk block. However, if this view sequence
always happens, the mining algorithm will give us different alternative for such
situation. The mining algorithm may suggest us to collect object 1, object 3 and
object 7 onto the same disk block, instead of object 1 and object 4, due to the
temporal coherence.

In our approach, we shall utilize such mining technique to reconstruct our
storage organization in constant a period of time. This self-training capability
will make our system always be optimized for accessing the objects of large-scale
VRML models. Clustering is another main topics in data mining methods [1,3,
4,16]. According to some similarity functions, or other measurements, clustering
aims to partition a set of objects into several groups such that ”similar” objects
are in the same group. It will make similar objects much closer to be accessed
together. This results in less access times and much better performance. The
quality of clustering has an important effect on predicting the user’s traversal
behavior. Poor clustering can cause two types of characteristic error: false nega-
tives, which are objects that are not accessed, though the user would need them,
and false positives, which are objects that are accessed, though the user does
not need them. In a VRML system, the most essential errors to avoid are false
negatives. Because these errors will lead to one or more extra disk access times
and thus system performance will be degraded. If we succeed in finding objects
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which are likely to be used in the near future and cluster them together, that
could be a solution to avoid false negative accesses. In this paper, we propose a
clustering mechanism based on co-occurrence table and similarity pattern table.
Furthermore, a discrimination induction is used to minimize clustering errors by
finding desired objects only for users who are likely to use them. To implement
the prototype system, a clustering mechanism is also developed. The rest of this
paper is organized as follows. Section 2 surveys related works. We define our
problem in Section 3. The suggested clustering algorithm is explained in Sec-
tion 4. Section 5 describes the results of an experimental evaluation. Finally, we
summarize our current studies with suggestions for future research in Section 6.
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Fig. 1. The circle shows the many objects each view contains and arrow line represents
different views when it traverses the path.

2 Related Works

2.1 Spatial Data Structures

In order to manage massive 3D objects of a virtual environment, spatial data
structures, such as k-d tree, R-tree, and MD-tree [13], have been applied to
some VRML environments. In such systems, only two dimensional shapes which
represent the 3D objects such as buildings, electric poles, and so on, are managed
instead of the 3D objects themselves. Mainly, this was due to the lack of enough
computational power to handle and render 3D objects. In [11], they propose
an efficient 3D object management method based on the spatial data structure
MD-tree. Using the method, a 3D facility management system that can give rise
to the interactive walkthrough of a virtual city is developed. To provide natural
view of the scene and the highly interactive environment containing the huge
number of objects, they applied the hierarchical spatial data structure, called
MD-tree, to perform efficient spatial searches.

2.2 Clustering Methods

Recently, many clustering algorithms have been proposed. In [16], a co-
occurrence-based similarity measure for cluster merging was presented. No ad-
ditional access is needed for evaluating the inter-cluster similarity. However, in
our experiments, this algorithm may suggest convergence into one cluster in case
that every pattern has somewhat degree of relationship with others. That is, their
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clustering criteria are not robust for all kinds of data. In [12], to improve the
quality of clustering result, they propose the concepts of ”large items” to mea-
sure the intra- or inter-similarity of a cluster of transactions. The main idea is
that large items should play more important influence in clustering creation and
merging phase. Since the ”small item”, presented in [2], contributes to dissimi-
larity in a cluster. Therefore, they suggest the ”small-large ratio” to perform the
clustering. Besides, [2] adopts another direction for clustering by using frequent
patterns. They introduce the ”cluster support” and ”global support” to filter
the desired frequent patterns. These different support measures can discrimi-
nate which cluster the patterns belong to. However, there are several drawbacks
in existing clustering methods. First, they only consider access of a single item at
a time in the storage units, say hard disks. They only care about how many I/O
times the item is accessed. On the other side, we pay more attentions to bulk
retrieval, that is, if we can fetch as many objects as possible involved in the same
view. This will help to satisfy users’ requests more efficiently. Secondly, existing
methods do not consider pre-fetch mechanism. Pre-fetch mechanism usually can
reduce the I/O seeking times. In other words, most existing methods are forced
to seek the desired pattern every time. Finally, when the influence of the disk
block size is concerned, how much can we allow to let two or more objects lo-
cated on different blocks for the purpose of cutting down access times. We will
investigate this issue too.

3 Problem Formulation

In this section, we introduce the terms used in our problem and clustering al-
gorithm. Let the problem formulation be a set of m literals called objects (also
called items) [7,8]. A view v is denoted by v = < χ1, χ2, ..., χk >, is a un-
ordered list of objects such that each object Xi ∈ Σ. The view v is defined
as whatever the user stays and observes during the walkthrough of VRML
system. A sequence S, denoted by < v1, v2, ..., vn >, is an ordered list of n
views. Let the database D be a set of sequences (also called transactions).
Each sequence records each user’s traversal path in VRML system. A sequence
β =< β1, β2, ..., βk > is a subsequence of sequence α =< α1, α2, ..., αn > if there
exists 1 ≤ i1 < i2 < ... < ik ≤ n such that the following β1 ⊆ α1, β1 ⊆ α1, β2 ⊆
α2, ..., βk ⊆ αk holds. For instance, < (a)(b, c)(a, d, e) > is a subsequence of
< (a, b)(b, c, d)(a, b, d, e, f) >. But < (c)(b, e) > and < (a, d)(b)(f, h) > are both
not subsequences of < (a, b)(b, c, d)(a, b, d, e, f) >. Since the former violates the
conditions of subsequence: itemsets (c) ⊂ (a, b) but (b, e) ⊆ (a, b, d, e, f); on
the other side, the latter also violates such conditions: (a, d) ⊂ (a, b), or (f, h)
⊂ (a, b, d, e, f). The support of a pattern p in the sequence database D is de-
fined as the number of the transactions which contain this pattern p. A frequent
pattern is a sequence whose support is equal to or more than the user defined
threshold (also called min support). Let P be a set of all frequent patterns p
in D. Finally, we will define our problem as follows. Given a sequence database
D = {s1, s2, ..., sn}, and a set P = {p1, p2, ..., pm} of frequent patterns in D.
Clustering frequent patterns is the problem of grouping frequent patterns based
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Fig. 2. (left side (a)) means one view in the VRML system. (right side (b)) means two
different placements in disks. Upper means the object a, b, and c are dispersed among
three disk blocks; lower means the object a, b, and c are combined in the same disk
block.

on similarity and consisting of maximizing the intra-cluster similarity while min-
imizing the inter-cluster similarity.

4 The Co-occurrence and Pattern-Based Clustering
Algorithms

In this section, we will analyze the various different problems before we present
our clustering algorithm. As seen in Figure 2, consider the right side situation.
Upper implies that we will access three disk blocks in order to obtain pattern
abc. It spends us three times of access. Lower implies that we only access one
disk block for the same purpose. Apparently, lower placement has the advantage
of reducing of access times since the co-occurrence patterns are considered. In
the viewpoint of clustering, we take another example for demonstration. Given
three paths are as follows.
path1:{< 1, 2, 3 >< 4, 5, 6 >< 7, 8 >< 18, 19, 20 >};
path2:{< 1, 2, 3 >< 9, 10 >< 18, 19, 20 >};
path3:{< 1, 2, 3 >< 9, 10, 12 >< 14, 15 >< 18, 19, 20 >},
and set min support=3. After the mining stage, the frequent pattern set is
{< 1, 2, 3 >< 18, 19, 20 >}. But, as for the path3 is concerned, since the
buffer is limited and the pre-fetch mechanism is used, < 18, 19, 20 > will be
filtered out before it was used. This implies that both inter-views and intra-
views in paths are required to be considered. To avoid these biased situations,
we propose an efficient clustering algorithm that consists of two phases. The
first phase is to cluster the co-occurrence patterns on traversal paths as many
as possible. In the second phase, for maintaining the high quality of clusters,
we introduce the concepts of small-large ratio [15]. Next we will define the
data structures and tables used in our algorithm. One table is named Co-
Occurrence Table which records the likelihood of any two clusters, say clusteri

and clusterj , co-occurencing in the database D. The Co-Occurrence measure
of any clusteri and clusterj is defined as |clusteri ∩ clusterj | / |clusteri ∪
clusterj |, where ‖ means the number of elements in the set, ∩ means the oper-
ation of set intersection and ∪ means the operation of the set union. Besides,
a pattern is called big if the support exceeds a pre-specified Big-Support. The
pattern is called small if the support exceeds a pre-specified Small-Support.
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The pattern is called no-thing if the support does not exceed a pre-specified
Big-Support, but exceed the Small-Support. SB ratio is a pre-specified value.
The Similarity Patterns measures are Intra-Cluster-Cost= |∪k

j−1Small(Cj)|,
Inter-Cluster-Cost=

∑k
j−1|Big(Cj)| - ∪k

j−1|Big(Cj)| and Total-Cost(Cj)=Intra-
Cluster-Cost(Cj)+Inter-Cluster-Cost(Cj). Finally, the table C is a cluster set
which records how many clusters are generated. The Co-Occurrence and Simi-
larity Patterns Clustering algorithm are as follows.

Phase I: Co-Occurrence Patterns Clustering Algorithm
// P is the set of frequent patterns. C is the set of clusters, and is set to empty
initially.
Input: P, C and Co-Occurrence Table.
Output: C.
1.Begin
2. C1={Ci| we set each patterni to be a cluster individually, where patterni

∈ P}
3. M1= Co Occurence (C1, φ);
4. k = 1;
5. while | Ck | > n do Begin
6. Ck+1 = MergeCluster(Ck, Mk);
7. Mk+1 = CoOccurence(Ck+1, Mk);
8. k = k +1;
9. End;
10. return Ck;
11.End;

Phase II: Similarity Patterns Clustering Algorithm
// P is the set of frequent patterns. C comes from the output of previous stage.
Input: P, C, Small-Support, Big-Support and SB ratio.
Output: C.
1.Begin
2. set n=|C|, where ‖ represents the number of clusters in C.
3. for i=1 to n do Begin
4. Label each pattern as Big, Small, or No-thing in each cluster Ci.
5. Select the patters whose Small-Large Ratio is above SB ratio and
re-distribute these patterns into another clusters if the new total cost is less
than the old total cost.
6. End;
7. return C;
8.End;

5 Performance Evaluation and Analysis

In this section, we will investigate the effectiveness of the proposed clustering
algorithm. First, the size of original data set is approximate 335 MB describing
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Fig. 3. Comparison of different mechanisms on accessed data size under the different
traversal paths.

Fig. 4. Comparison of different mechanisms on system response time under the different
traversal paths.

1,594 objects in the VRML environments. The traversal paths consist of ap-
proximately 10 ∼ 15 views from one end to the other end. In the Figure 3, we
can learn that the size of without clustering mechanism is greater than that of
with clustering mechanism. The reason is that the net increase (=total size -
original size) on clustering is almost half than that of without clustering. This
effect influences the performance of Figure 4. Due to the similarity clustering al-
gorithm, we can maintain the quality of clusters as much as possible. Despite the
traversal paths increase, with clustering mechanism always gain an advantage
over without clustering mechanism. Apparently, not only the access time is cut
down but also I/O efficiency is improved. Based on the spatial locality principle,
the traditional system without clustering always collects more objects.

6 Conclusions and Future Work

In this paper, a clustering mechanism for VRML system has been presented,
which adapts the clustering of spatial objects to the storage system. The pro-
posed clustering mechanism can maintain the quality of cluster. The aim of the
this mechanism is to reduce the I/O-cost of the accessing objects. For the VRML
database, it can be expected that less additional disk accesses are achieved With
properties of co-occurrence similarity table and the big-small ratio clustering
scheme are added, it is more precise for us to discover and maintain the frequent
traversal patterns. We have been conducting different experiments on datasets
so as to find the relationships between extra-views and inter-views. Besides, we
also consider how to efficiently cluster the necessary patterns in order to speed
up the computations in the future.
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Abstract. A novel video retrieval tool based on MPEG-4 video object
(VO) representation is presented. The algorithm extends the concept of
edge potential functions (EPF), already used in shape-based image re-
trieval, tailored to work on shapes extracted from VO planes defined in
MPEG-4 syntax. First, key frames are selected from the VO sequence
by detecting significant object deformations. Then, object boundaries
are extracted from each key frame by a simple manipulation of the rele-
vant object plane bitmap, and normalized. Finally a shape-EPF (S-EPF)
is calculated from the normalized boundaries and used to perform the
matching with user’s query. Experimental results demonstrate that the
proposed algorithm is efficient and fast in indexing a video sequence
according to the presence of specific video objects.

1 Introduction

Everyday, huge amounts of information are collected, produced and commu-
nicated in the world. Thanks to increasing bandwidth, better communication
facilities and decreasing costs for information storage and processing, users can
deal with multimedia information in a broad way. Nevertheless, the problem of
easily seeking the requested information is still not completely solved. Today
retrieval tools are largely based on textual queries, which are not powerful and
flexible enough with respect to the increased amount and variety of available
data. Video retrieval is particularly difficult, due to the large amount of infor-
mation to be processed. In this framework, content-based retrieval is gaining
attention as a promising approach to efficiently browse information.

Several content-based retrieval methods have been investigated so far, using
low-level features such as color, texture, motion and shape (see [1,2] for a compre-
hensive survey on the subject). Among different techniques to perform a visual
query, the possibility of using object shapes is particularly interesting, for it al-
lows a user to search for a specific visual object by sketching the relevant shape
on a simple graphical interface or using a clipboard. On the other hand, this
application is very demanding in terms of implementation constraints. In fact,
browsing tools should be characterized by a nearly real-time response, low pro-
cessing requirements, and high robustness. Furthermore, a generic shape-based
retrieval scheme working in every situation can be quite difficult to implement
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due to the presence of complex or cluttered environments, occlusions problems,
deformations, etc.

MPEG-4 coding standard [3,4] offers a compressed domain representation of
VO shape information, supporting the encoding of multiple VO planes as im-
ages of arbitrary shape. Furthermore, it makes very easy to extract the object
shape directly from bit stream. Thanks to this simplification, recently a num-
ber of systems were proposed using objects as the main key to perform video
retrieval in compressed domain. As an example, the Netra-V system [5] provides
a VO-based representation for video browsing. In this method, a low-level con-
tent description scheme is proposed that uses a new automatic spatio-temporal
segmentation algorithm using three visual features: color, texture and motion.
The segmented regions are then tracked throughout the video sequence using
the relevant local features. The results is a sequence of coherent regions called
sub-objects, which are the basic elements for low-level content description. In
[6,7] the authors use the VO as a basic unit to build an efficient index for video
retrieval in MPEG-4 domain. In their method, birth and death frames of each
individual object are found, as well as global motion and camera operations. In
[8] Erol and Kossentini proposed a method to easily extract VO shapes from an
MPEG-4 compressed stream, and defined a shape similarity measure taking into
account the representative temporal instances of each VO together with a set
of deformation features such as compactness, eccentricity, Fourier and Angular
Radial descriptors.

In this paper, an innovative approach to perform object-based video retrieval
is proposed, which is based on the concept of Edge Potential Functions (EPF).
First introduced in [9], EPFs mimic the attraction field generated by electrical
charges to perform the matching among shape contours. In [9] this approach
was successfully applied to sketch-based natural image retrieval. In the present
work, the shape of each VO is first extracted from the MPEG-4 syntax in an
approximated format [10], and used to compute a shape-based EPF (S-EPF).
The potential function is then used to perform the matching among user query
and key frames extracted from VOs of the target sequence. This process does not
require complex feature extraction and matching algorithms, thus being suited
for real-time operation.

In Sect. 2, the extraction of the approximated shape is introduced. In Sect.
3, the concept of EPFs is outlined, while in Sect. 4 the procedure for object-
based video retrieval using EPFs is described. Finally, in Sect. 5 a selection of
experimental results is presented and discussed and the conclusions are drawn.

2 Approximated Video Object Plane

In MPEG-4 video description syntax, individual VOs are coded into separate bit
streams. VO planes (VOPs) contain for each temporal instant the description of
the relevant VOs in terms of texture, color and shape information. Texture and
shape information are independently encoded, thus allowing to easily extract
the shape of each VO from the bit stream without the need to decode the entire
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Fig. 1. Process of approximating video object plane. (a) the original VOP (b) approx-
imated matrix: intra, opaque and transparent blocks (c) approximated shape

object. Erol et al [10] introduced a technique to efficiently perform this operation.
In their approach, the binary alpha planes of the VOP shape are taken into
account and approximately decoded on a macroblock basis as follows:

– blocks inside the VOP are transmitted as opaque and are associated to a
value 2;

– blocks outside the VOP are transmitted as transparent and are associated
to a value 0;

– blocks which contain both pixels inside and outside the VOP, are placed at
the VOP boundary and are associated to a value 1.

The advantage of this method is to save computation and reduce the effects of
segmentation errors and shape information loss caused by MPEG-4 encoding
process. This process is illustrated in Fig. 1.

3 Shape Edge Potential Function

Edge Potential Functions (EPF) were first introduced in [9] with application to
content-based image retrieval. This section briefly summarizes the main concepts
about EPF. EPF is a conceptual model based on the simulation of the electrical
behavior of a charged element in the space. Let assume that a point charge Q
is placed in an arbitrary position (x,y,z) in the space: the intensity of the field
produced by Q is calculated as:

V =
Q

4rπε
(1)

where r is the distance between the position of the charge and the position
where the potential is measured, and ε is the electrical permittivity constant of
the environment. The above definition can be easily extended to consider the
potential field due to multiple charges by simply summing the single point charge
potentials as follows:

V =
1

4πε

N∑
i=1

Qi

ri
(2)
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where N is the number of point charges and ri is the distance between the charge
Qi and field measuring position.

In complete analogy with the above behavior, in our model the potential
field is generated from the edges contained in the image, in the sense that every
ith edge point at coordinates (xi, yi) is assumed to be equivalent to a point
charge Qi. The relevant edge potential field becomes a kind of attractor, whose
effect on a test object is to pull a corresponding shape towards the position that
maximizes the differential potential (i.e., the best overlapping).

In our proposed method only the shape of a VOP is taken into account. In this
case, the electrical permittivity constant can be neglected, and the equivalent
charge of every edge point can be set to a unit value. With such hypotheses,
equation 2 can be simplified in the following Shape-EPF function (S-EPF):

SEPF (q, {Qi}) =
1
4π

N∑
i=1

1
ri

(3)

where N is the number of edge points and ri is the distance between the edge
point Qi and an arbitrary point q.

As an example, Fig. 2 shows the S-EPF produced by a well-known MPEG-4
video object test sample.

The further step is to define how S-EPF can be used to match two shapes.
To this end, a S-EPF matching function fSEPF (A,B) is defined, which measures
the similarity of contour shape A with respect to contour shape B, namely:

fSEPF (A, B) =
1
M

M∑
i=1

SEPF (ai, {bj}) (4)

where ai and bj represent the sets of contour pixel of shape A and B, respec-
tively, and M is the number of contour pixels of shape A. Since this function is
not commutative, i.e., fSEPF (A,B)�= fSEPF (B,A), a possible improvement can
be to select as a matching criterion the minimum between fSEPF (A,B) and
fSEPF (B,A), in order to achieve a more reliable shape overlapping measure.

The application of Eq. 4 corresponds to superimposing the query shape to
the target S-EPF image and averaging the values of the pixels on S-EPF image

Fig. 2. Example of S-EPF: (a) shape contour (b) 3D S-EPF
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corresponding to the pixels of shape image. It should be noted that when each
pixel of the shape image hits the corresponding ”charge” (edge) position in the
S-EPF image, fSEPF is maximum. When the matching is inexact (e.g., due to
deformation), the largest matching measure will anyway occur at a position
corresponding to the best overlap.

4 Object-Based Video Retrieval

The proposed method is illustrated in Fig. 3. Here the envisaged application is
that a user browses a video server to find videos containing VOs similar to the
query one. The process can be split into five parts: extraction of approximated
shapes, VOP normalization, computation of S-EPF, key VOP selection, and
query processing.

Fig. 3. The VO-based video retrieval process

Extraction of approximated shapes. As mentioned, MPEG-4 allows to
separate individual objects in each frame from the stream and extract the rel-
evant boundaries. The contour shape image is constructed accordingly by ana-
lyzing the contour blocks as described in Sect. 2.

VOP normalization. The shape is processed to determine the angle β
along which it has maximum width, and to rotate the object accordingly. Before
rotating, the shape is up-sampled to reduce aliasing problems. Finally, the shape
is rescaled to achieve a maximum width equal to a pre-defined value W (typically,
W=64) and is aligned to a standard coordinate system to achieve the normalized
VOP (see Fig. 4.a-c). During normalization the aspect ratio is kept constant to
avoid deformation.

Computation of S-EPF. The S-EPF is computed for each normalized VOP
according to Eq. 3 (see Fig. 4.d). The relevant data are attached to the video
stream using private data transport structures.

Key VOP selection. The first approximated VOP of the VO, is selected
as a key VOP. A new key VOP is selected whenever a significant change occurs
in the shape from the previous key VOP. Changes are evaluated by using the
matching function in Eq. 4: the heuristic rule adopted is to set up a new key
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Fig. 4. Shape extraction process: (a) the approximated shape (b) computation of β (c)
normalized VOP (d) S-EPF

Fig. 5. Key VOP selection of Akyko VO

VOP whenever the value of fSEPF becomes smaller than a threshold γ=0.5. This
process continues until the last frame of VO is checked. Fig. 5 show the results
of key VOP selection for Akiko sequence.

Query processing. When a user issues a query VO, the query is processed
to get the set of normalized S-EPFs associated to the query key VOPs (set A).
Then, for each video in the server, the stored S-EPFs associated to the target key
VOPs (set B) are scanned and compared to A by using the similarity measure
of VOA with respect to VOB which is computed according to Eq. 5.

d (V OA, V OB) =
1
M

M∑
i=1

max
(
(fSEPF )j∈[1,N ] (V OPAi, V OPBj)

)
(5)

where M and N are the number of key VOPs belonging to set A and B, re-
spectively. The key VOPs are then ranked according to their increasing distance
from the query.

5 Experimental Results

The proposed technique has been extensively tested. We used 20 video streams,
each one containing a single video object. The queries have been built as subparts
of video object streams. In the selected examples, 3 clips were used (i) a clip of
Akiko (CIF) from frame 200 to 250, (ii) the full clip of Irene (QCIF), (iii) the full
clip of Foreman (QCIF). The full Akiko and Irene sequences were present also
in the test database, while Foreman was not present. Fig. 6a shows the resulting
key VOPs.

The result of the three queries on the video base is illustrated in Table 1,
where it is possible to observe that in the case of full matching (e.g., full Irene
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Table 1. VOs Retrieval Results

Query Ranking Matching measure
(3 best and worst) (Eq.5)

Akiko Akiko(complete) 0.64
(clip) Irene(complete) 0.57

Girl(complete) 0.56
Dancer(complete) 0.2 (worst)

Irene Irene(complete) 1
(complete) Girl(complete) 0.62

Akiko(complete) 0.56
Fish(complete) 0.25 (worst)

Foreman Girl(complete) 0.40
(clip) Irene(complete) 0.37

Akiko(complete) 0.26
Dancer(complete) 0.16 (worst)

Fig. 6. (a)The query VOPs used for retrieval (b)precision-recall diagram
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on full Irene) the matching is maximum, and remains quite high also for partial
matching (e.g., subset of Akiko on full Akiko). Vice-versa, in the absence of
matching sequence the result is sufficiently low (see, Foreman) to reject the query.

Figure 6b illustrates the precision-recall diagram where our proposed method
is compared with Erol’s method [8]. Meanwhile Erol uses a lot of shape features as
mentioned in Sect. 1, our proposed method uses only information from countour
pixels. Therefore, our proposed method dramatically decreases the burden of
computation when comparing to Erol’s method. Fig. 6b shows that our proposed
method is more efficient and effective than Erol’s method when retrieving video
sequences.
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Abstract. We propose a unified framework which combines a novel
color representation, i.e. spatial color descriptors, and a post-refinement
process to detect various types of shot boundaries, including abrupt shot
changes, flashlights, dissolves, fade-ins and fade-outs. The spatial color
descriptor involving color adjacency and color vector angle histograms
incorporates spatial information into color representation and provides
robust performance in shot boundary detection. Moreover, a motion-
based post-refinement process is developed to effectively eliminate false
positives in gradual transition detection, where rapid camera motion or
object movement may lead to performance degradation. Experimental
results show that these two techniques are integrated seamlessly to give
satisfactory performance and present the robustness of spatial color de-
scriptors.

1 Introduction

The development of shot boundary detection algorithms has attracted a large
amount of attention in the last decade. There is a rich literature of approaches
for detecting video shot boundaries based on color histograms [2], edge pixels
[3], motion vectors, and entropy metrics [4]. Although many approaches provide
satisfactory results in general cases, few methods are robust to significant ap-
pearance changes caused by large-scale object movement or camera motion. One
of the solutions to this problem is to design a representation method that takes
spatial information into account.

Lee et al. [1] proposed a spatial color descriptor to effectively describe the
color distributions and spatial information of video frames. In HLS color space,
spatial color descriptors use the metric of color vector angle that is insensitive to
variations in intensity, yet sensitive to differences in hue and saturation. When
shape or appearance changes, the color pairs at the color edges mostly remain
unchanged. Therefore, pixels in a video frame are first classified as either edge or
smooth ones and then represented by two color histograms. The proposed color
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adjacency and color vector angle histograms convey this frame’s characteristic.
This technique provides robustness to substantial appearance changes and is
suitable to be used in image retrieval and video segmentation.

We exploit spatial color descriptors to detect some commonly used shot
boundary effects, such as flashlights, abrupt cuts, dissolves, fade-ins and fade-
outs. A post-refinement process based on motion analysis is also developed and
combined to the framework for eliminating the false alarms caused by rapid cam-
era motion or object movement. This integrated approach is examined by several
types of videos and demonstrates its effectiveness on shot boundary detection.

This paper is structured as follows. An overview of spatial color descriptors
is stated in Section 2. In Section 3, we describe the proposed framework which
hierarchically integrates spatial color descriptors and motion analysis techniques
to detect various types of shot boundaries. Section 4 shows the experimental
results, and the concluding remarks are given in Section 5.

2 An Overview of Spatial Color Descriptor

Two problems exist in the conventional histogram-based color descriptors. The
first one is the lack of spatial information, and the second one is that similar
colors are treated as dissimilar because of the uniform quantization of each color
axis [1]. To solve these problems, two types of color histograms, i.e. color adja-
cency histogram for describing edge pixels and color vector angle histogram for
describing smooth pixels, are constructed to characterize video frames effectively.

Pixels are classified as edge or smooth pixels based on color vector angle
first. A 3 × 3 window is applied to every pixel of a video frame, where the
center pixel and neighboring pixels making the maximum color vector angle are
used to detect a color edge. If the center pixel in a window is an edge pixel, the
global distribution of the color pairs around the edges is represented by a color
adjacency histogram based on colors nonuniformly quantized in HLS color space.
On the other hand, if the center pixel is a smooth pixel, the color distribution
is represented by a color vector angle histogram. The overall distance measure
of two successive video frames is represented as

di = D(i, i + 1) = α × Dadj(i, i + 1) + β × Dvec(i, i + 1) (1)

where Dadj(i, i+1) and Dvec(i, i+1) are distance values (differences of normalized
bin values) of color adjacency and color vector angle histograms between frame
i and i + 1, respectively. α and β are scalars for adjusting the weights of two
histograms for different genres of videos. In the experiments present in this paper,
α and β are both set as 0.5. For video cut detection, if the distance value is larger
than a pre-defined threshold, a shot boundary candidate is declared.

3 The Proposed Framework

To robustly address various shot boundary detection issues, we develop a frame-
work which integrates spatial color descriptors and post-refinement techniques,
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Fig. 1. The proposed framework for shot boundary detection

as shown in Fig. 1. After constructing two color histograms, the distance values of
successive frames are calculated. To avoid the false alarms caused by flashlights,
they are first detected and eliminated before conducting the abrupt cut detection.
After detecting abrupt cut, the gradual transition detection process is applied
within the range between two abrupt boundaries. Finally, by taking advantage
of motion information, a post-refinement process is developed to eliminate some
false positives caused by large-scale object movement or camera motion.

3.1 Flashlight and Abrupt Cut Detection

We examine a video sequence by applying a sliding window that spans m frames.
The distance values between every two frames, i.e. di, di+1, ..., di+m−1, are used
to characterize the behavior of this video segment. If the distance value of two
successive frames is larger than a threshold, the frame is declared as a shot
boundary candidate. Unfortunately, this simple rule often falsely detects shot
boundaries when flashlights occur, which greatly change the luminance of video
frames and increase the distance value abruptly.

According to our observation, flashlights often last only one or two frames,
and the frames neighboring to a flashlight would have similar color layouts.
Therefore, we can detect flashlights by comparing the neighbors of the frame
with exploding distance value. The detection rule is defined as follows.

if di+k > ε for 1 ≤ k ≤ m − 2
if there exists an l, 1 ≤ l ≤ 4 such that

d′ = D(i + k − l, i + k + l) < ε
then frame i + k is a flash light
otherwise frame i + k is an abrupt shot boundary

D(.) is the distance value defined in (1) between any two frames, and ε is a
pre-determined threshold for detecting abrupt discontinuity. In the experiments,
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the threshold is defined fixedly in the same type of videos without significantly
changing the detection performance.

3.2 Gradual Transition Detection

The gradual transitions we considered are dissolves, fade-ins and fade-outs. Un-
like abrupt cuts, comparison based on successive frames will not be useful for
gradual transition detection because distance values are small during transition
[5]. One alternative is to consider local edge information over a series of video
frames [3] and match the change patterns of various gradual transitions. How-
ever, this method often leads to too many false positives and is not reliable when
rapid camera motion or object movement occurs.

In the proposed framework, after detecting abrupt cuts, a gradual transition
detection process is applied within the range between two cuts to further explore
the structure of this video segment. We exploit the global edge information which
is conveyed by the color adjacency histograms. For each frame i, two edge-change
values, i.e. edge-increasing value (Ei,inc) and edge-decreasing value (Ei,dec), are
considered as the metrics for gradual transition detection.

Ei,inc =
n∑

k=1

(Hi,k − Hi−1,k) if Hi,k > Hi−1,k (2)

Ei,dec =
n∑

k=1

(Hi−1,k − Hi,k) otherwise (3)

where Hi,k is the value of the k-th bin of the color adjacency histogram, and n
is the total bin number. Note that different gradual transitions would have dif-
ferent edge change patterns. When a fade-in occurs, the value of edge-increasing
will show a peak, while the edge-decreasing value remains smooth. In the case of
a dissolve, both edge-increasing and edge-decreasing values would reflect the be-
havior of edge changes. Fig. 2 shows an example of the curve of edge-increasing
values. By using edge change metrics, almost all abrupt cuts have sharp and
great-scale peaks. Comparing to the case of abrupt shot change, gradual transi-
tions have smaller change values but are still easily to be distinguished from the
frames without shot changes.

An approach based on mean filter is applied to gradual transition detection.
Assume that frames i and j (i < j) are declared as abrupt cuts, the rule for
detecting fade-ins is defined as follows.

Emean inc = mean(Ei,inc, Ei+1,inc, ..., Ej,inc)
if (Ek+l,inc/Emean inc) > εg for 1 ≤ l ≤ R and i ≤ k ≤ j − R
Ek+l are frames with fade-ins

(4)

R denotes the width of the sliding window we examined for detecting fade-ins.
It is set as 4 in the experiments. εg is a pre-defined threshold for detecting fade-
ins. Similarly, the rules for detecting fade-outs and dissolves are defined through
considering edge-decreasing values or the combination of two edge change infor-
mation.



562 W.-T. Chu et al.

Fig. 2. The curve of edge-increasing values

3.3 Post Refinement by Motion Analysis

Although the spatial color descriptors and edge-based metrics can effectively
characterize the behaviors of gradual transitions, some false alarms still exist
when extreme camera motion takes place. Therefore, some post-refinement tech-
niques based on motion, priori information, or statistical distributions [7, 8] are
proposed to eliminate possible false positives.

In the proposed framework, we adopt a motion-based technique which ana-
lyzes motion through spatio-temporal slices processing [9]. The local orientations
of temporal slices are estimated by the structure tensor [6]. By modeling the
trajectories in tensor histograms, this technique is capable of detecting camera
motion so that some false positives can be eliminated.

According to [9], the tensor histograms for horizontal slice with dimension
(x, t) and vertical slice with dimension (y, t) are computed. Let φ(x, t)|y=i and
c(x, t)|y=i denote the local orientation and the associated certainty value of a
pixel at a horizontal slice in which y = i. A 2-D tensor histogram M(φ, t) of this
video frame in (x, t) dimension is expressed as

M(φ̂, t) =
{∑

i

∑
x

∑
t c(x, t)|y=i if φ(x, t)|y=i = φ̂,

0 otherwise,
(5)

which means that each pixel in slices votes for the bin φ(x, t) with its certainty
value c(c = [0, 1]). After normalizing by the frame size m × n, the resulting
histogram with associated confidence value is represented as

C =
1

T × m × n

∑
φ

∑
t

M(φ, t), (6)
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where T is the temporal duration of the video sequence. Detailed descriptions
about structure tensor please refer to [9]. In the proposed framework, we detect
camera pan and tilt via analyzing the motion in horizontal and vertical slices,
respectively. Given a 2-D tensor histogram M(φ, t), the tensor orientation φ is
nonuniformly quantized into three bins, where

Φ1 = [−90◦,−5◦), Φ2 = [−5◦, 5◦], Φ3 = (5◦, 90◦].

The scheme quantifies motion information based on its intensity and direction.
Φ1 and Φ3 represent intense motion, and Φ2 represents no or slight motion. The
normalized 1-D motion histogram N is computed by

N(Φk) =

∑
φi∈Φk

∑
t M(φi, t)∑3

j=1 N(Φj)
(7)

Finally, for every three successive frames, they are declared with a camera pan
if the following criteria are satisfied in horizontal slices.

(Nk,k+1,k+2(Φ1) > εN ) ∧ (Nk,k+1,k+2(Φ3) < εN ),
(Nk,k+1,k+2(Φ1) < εN ) ∧ (Nk,k+1,k+2(Φ3) > εN ), (8)

where k is the frame index, and εN is a threshold defined empirically. Similar rules
are defined for camera tilt by analyzing vertical slices. Through these processes,
the video frames which are declared with both gradual transition and camera
motion are discarded from the shot boundary candidates.

4 Experimental Results

We evaluate the proposed framework by using twenty test sequences that belong
to four different program categories: news, movies, sports and commercials. They
are recorded from TV broadcasts or extracted from MPEG-7 test corpus. Note
that these sequences are carefully selected so that they contain many special ef-
fects or significant object/camera motions that often cause detection errors. For
example, there are many editing effects and dazzling spotlights in selected com-
mercials. The events of camera motion and players walking through screen occur
frequently in sports games. The thresholds used in steps described in Section 3
are fixedly defined for different categories of videos without greatly degrading
the detection performance. Moreover, to compare the proposed approach with
conventional color- and edge-based method, the same test sequences are also
applied in the algorithm presented in [3].

Table 1 shows the summary of shot detection results. In general, satisfactory
performance could be achieved for different categories of videos. The detection
results before and after post-refinement are listed separately to demonstrate the
effectiveness of the refinement process. In the gradual transition detection, the
refinement process especially shows its effectiveness in sports and commercial se-
quences because more rapid camera motion and object movement are detected
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Table 1. Performance of shot boundary detection

Video Frames Cut
(Correct, False)

Gradual
(Correct, False)

Recall/Precsion
(Cut)

Recall/Precsion
(Gradual)

News (31015)
-after refinement

201(170,1)
201(170,1)

25(20,27)
25(12,16)

84.57/99.42
84.57/99.42

48/42.86
80/42.55

Movie (32123)
-after refinement

312(265,5)
312(265,5)

29(11,46)
29(10,29)

84.94/98.15
84.94/98.15

37.93/19.30
34.48/25.64

Sports (30520)
-after refinement

197(177,10)
197(177,10)

37(26,23)
37(24,10)

89.84/94.65
89.84/94.65

70.27/53.06
64.86/70.59

Commercial
(5677)
-after refinement

101(90,1)
101(90,1)

9(6,4)
9(3,3)

89.11/98.9
89.11/98.9

33.33/50
66.67/60

Total (with ref.) 811(702,17) 100(49,58) 86.56/97.64 59.32/50.69

Table 2. Comparison of abrupt cut detection between (a) the proposed framework
and (b) conventional approach

Video Recall(a) Precision(a) Recall(b) Precision(b)
News 84.57 99.42 95.6 91.6
Movie 84.94 98.15 99.01 85.71
Sports 89.84 94.65 85.83 39.39
Commercial 89.11 98.9 91.09 92

and eliminated from the shot boundary candidates. Overall, the proposed frame-
work provides 86.56% recall rate and 97.64% precision rate in abrupt cut detec-
tion and almost 60% recall and 50% precision rate in gradual transition detection.

Meanwhile, we found that detection accuracy degrades in some cases. Because
the spatial color descriptors are based on HLS color space, the color vector angle
between two colors with very low or very high intensity would vary significantly
even if the Euclidean distance between them is small [1]. That’s why the perfor-
mance of gradual transition in some news and movies sequences is lower than oth-
ers. This problem can be solved by considering Euclidean distance and color vec-
tor angle integrally or slightly modifying the representation of HLS color space.

Table 2 shows the performance comparison between the proposed framework
and conventional approach [3]. Only the results of abrupt cut detection are listed
because gradual-transition detection was not completely implemented in [3]. Al-
though the conventional approach provides acceptable recall rate in different
kinds of videos, it has bad precision performance when there are significant mo-
tions in sports video programs. This result shows the reliability of the proposed
framework, which takes spatial information and motion-based refinement into
account. The proposed approach generally has better precision but worse recall
rate. In the current framework, the weights of color vector angle and adjacency
histograms are not sedulously adjusted for each video sequence to achieve the
best performance. They actually could be assigned by the user to meet different
performance requirements, such as higher recall rate with slight degradation in
precision.
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5 Conclusion

We have presented a framework which integrates spatial color descriptors and
motion-based post-refinement techniques to detect various types of shot bound-
aries. The spatial color descriptors effectively represent the adjacency between
colors in video frames and provide robustness to substantial appearance changes.
The post-refinement process which exploits structure tensor to detect camera
motion is seamlessly combined to improve the detection accuracy of gradual
transition. The evaluation results show that this approach provides satisfactory
performance in different kinds of videos and is robust to rapid motion and daz-
zling spotlights. Future work may include improving the performance of motion
analysis and conquering the limitation of spatial color descriptors described in
Section 4.
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Abstract. With the exponential growth in the production creation of
multimedia data, there is an increasing need for video semantic anal-
ysis. Audio, as a significant part of video, provides important cues to
human perception when humans are browsing and understanding video
contents. To detect semantic content by useful audio information, we in-
troduce audio keywords which are sets of specific audio sounds related
to semantic events. In our previous work, we designed a hierarchical
Support Vector Machine (SVM) classifier for audio keyword identifica-
tion. However, a weakness of our previous work is that audio signals are
artificially segmented into 20 ms frames for frame-based SVM identifi-
cation without any contextual information. In this paper, we propose a
classification method based on Hidden Markov Modal (HMM) for audio
keyword identification as an improved work instead of using hierarchical
SVM classifier. Choosing HMM is motivated by the successful story of
HMM in speech recognition. Unlike the frame-based SVM classification
followed by major voting, our proposed HMM-based classifiers treat spe-
cific sound as a continuous time series data and employ hidden states
transition to capture context information. In particular, we study how
to find an effective HMM, i.e., determining topology, observation vectors
and statistical parameters of HMM. We also compare different HMM
structures with different hidden states, and adjust time series data with
variable length. Experimental data includes 40 minutes basketball au-
dio which comes from real-time sports games. Experimental results show
that, for audio keyword generation, the proposed HMM-based method
outperforms the previous hierarchical SVM.

1 Introduction

With the increasing multimedia data available from Internet, there is a need
to develop intelligent multimedia indexing and browsing systems. To facilitate
high-level abstraction and efficient content-based access, semantics extraction
is becoming an important aspect of multimedia-understanding. Recently, video
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semantic analysis attracts more and more research efforts [1,2,3]. Their works
attempt to extract semantic meaning from visual information but little work has
been done on the audio parts of multimedia streams.

Audio, which includes voice, music, and various kinds of environmental
sounds, is an important type of media, and also a significant part of video.
Recently people have begun to realize the importance of effective audio con-
tent analysis which provides important cues for semantics. Most of the existing
works try to employ audio-visual compensation to solve some problems which
can not be successfully solved only by visual analysis [4,5,6,7]. Nepal et al. [5]
employed heuristic rules to combine crowd cheer, score display, and change in
motion direction for detecting “Goal” segments in basketball videos. Han et al.
[6]] used a maximum entropy method to integrate image, audio, and speech cues
to detect and classify highlights from baseball video. An event detection scheme
based on the integration of visual and auditory modalities was proposed in [4,
7]. To improve the reliability and efficiency in video content analysis, visual and
auditory integration methods have been widely researched.

Audio content analysis is the necessary step for visual and auditory inte-
gration. Effective audio analysis techniques can provide convincing results. In
consideration of computational efficiency, some research efforts have been done
for pure audio content analysis [8,9]. Rui et al. [8] presented baseball highlight ex-
traction methods based on excited audio segments detection. Game-specific au-
dio sounds, such as whistling, excited audience sounds and commentator speech,
were used to detect soccer events in [9].

In [4,7,9], we used hierarchical Support Vector Machine (SVM) to identify
audio keywords. The audio signals were segmented into 20 ms frames for frame-
based identification while the audio signals are time continuous series signals
rich in context information. By using SVM, we did not take into account the
contextual information which is significant for time series classification. HMM
is a statistical model of sequential data that has been successfully used in many
applications including artificial intelligence, pattern recognition, speech recogni-
tion, and modeling of biological sequences [10]. Recently, HMM were introduced
to sports video analysis domain [11,12,13,14]. Assfalg et al. [12] used HMM
to model different events, where states were used to represent different cam-
era motion patterns. In [14], Xie et al. tried to model the stochastic structures
of play and break in soccer game with a set of HMMs in a hierarchical way.
Dynamic programming techniques were used to obtain the maximum likelihood
play/break segmentation of the soccer video sequence at the symbol-level. These
works demonstrated that HMM is an effective and efficient tool to represent time
continuous signals and discover structures in video content.

In this paper, we present our recent research work of audio keywords detec-
tion by using Hidden Markov Models (HMM) as an improved work for [4,7,9].
In Section 2, we briefly introduce audio keywords and HMM-based generation
scheme. Section 3 discusses the audio feature extraction work. Our proposed
HMM structure is presented in Section 4. Some comparison experiments and
results are listed in Section 5. In Section 6, we draw conclusions and discuss
some future work.
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Table 1. Audio keywords’ relationship to potential events.

Sports Audio Keywords Potential Events
Tennis Applause Score

Commentator Speech At the end (or the beginning) of a point
Silence Within a point

Hitting Ball Serve, Ace or Return
Soccer Long-whistling Start of free kick, penalty kick, or corner

kick, Game start or end, offside
Double-whistling Foul
Multi-whistling Referee reminding

Excited commentator speech Goal or Shot
or excited audience sound

Plain commentator speech or Normal
plain audience sound

Basketball Whistling Fault
Ball hitting backboard or Shot

basket
Excited commentator speech Fast break, Drive or Score
or excited audience sounds

Plain commentator speech or Normal
plain audience sound

2 Brief Introduction of Audio Keyword Generation
System

Audio keywords are defined as some specific audio sounds which have strong hints
to interesting events. Especially in sports video, some game-specific audio sounds
(e.g. whistling, excited commentator speech, etc.) have strong relationships to
the actions of players, referees, commentators and audience. These audio sounds
may take place in the presence of interesting events as listed in Table 1. Generally,
excited commentator speech and excited audience sounds play important roles
in highlight detection of sports video. Other keywords may be specific to a kind
of sports game.

Audio signal exhibits the consecutive changes in values over a period of time,
where variables may be predicted from earlier values. That is, strong context
exists. In consideration of the success of HMM in speech recognition, we pro-
pose our HMM based audio keywords generation system. The proposed system
includes three stages, which are feature extraction, data preparation and HMM
learning, as shown in Fig. 1.

As illustrated in Fig. 1, selected low-level features are firstly extracted from
audio streams and tokens are added to create observation vectors. These data
are then separated into two sets for training and testing. After that, HMM is
trained then reestimated by using dynamic programming. Finally, according to
maximum posterior probability, the audio keyword with the largest probability is
selected to label the corresponding testing data. We next introduce the proposed
system in detail.



HMM-Based Audio Keyword Generation 569

 

MFCC  

Energy  

Delta  

Acceleration  

Observation  Vector 

Testing 

Sequence  

Training  

Sequence  

Data Preparation  

Training  

Dynamic 

Programming  

HMM  

Audio Signal  

HMM 

Probabilities  

Token  

Fig. 1. Proposed audio keywords generation system.

3 Feature Extraction

We segment audio signal at 20 ms per frame which is the basic unit for feature
extraction. Mel-Frequency Cepstral Coefficient (MFCC) and Energy are selected
as the low-level audio features as they are successfully used in speech recognition
and further proved to be efficient for audio keyword generation in [9]. Delta
and Acceleration are further used to accentuate signal temporal characters for
HMM [15].

3.1 Mel-Frequency Cepstral Coefficient

The mel-frequency cepstrum is highly effective in audio recognition and in mod-
eling the subjective pitch and frequency content of audio signals. Mel scale is
calculated as

Mel(f) = 2595 log10(1 +
f

700
), (1)

where Mel(f) is the logarithmic scale of the normal frequency scale f . Mel scale
has a constant mel-frequency interval, and covers the frequency range of 0 Hz
- 20050 Hz. The Mel-Frequency Cepstral Coefficients (MFCCs) are computed
from the FFT power coefficients which are filtered by a triangular band pass
filter bank. The filter bank consists of 12 triangular filters. The MFCCs are
calculated as

Cn =

√
2
k

K∑
k=1

(log Sk) cos[n(k − 0.5)π/k], n = 1, 2, · · · , N (2)

where Sk(k = 1, 2, · · ·K) is the output of the filter banks and N is total number
of samples in a 20 ms audio unit.

3.2 Energy

The energy measures amplitude variations of the speech signal. The energy is
computed as the log of the signal energy, that is, for audio samples {sn, n =
1, · · · , N}
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E = log
N∑

n=1

s2
n (3)

3.3 Delta and Acceleration

Delta and acceleration effectively increase the state definition by including first
and second order memory of past states. The delta and acceleration coefficients
are computed using the following simple formula (Ct is the coefficients from
feature vector at time t).

Δ(Ct) = Ct − Ct−1; Acc(Ct) = Δ(Ct) − Δ(Ct−1) (4)

4 Our Proposed Hidden Markov Model

As for the HMM generation, we need to determine the HMM topology and sta-
tistical parameters. In this research, we choose the typical left-right HMM struc-
ture, as shown in Figure 2, where S = {s1, · · · , s5} are five states; A = {aij}
are the state transition probabilities and B = {bi(vk)} are the observation prob-
ability density functions which is represented by a mixture Gaussian density.
In our case, each audio frame fi is regards as one observation oi. One HMM
sample A = {f1, f2, · · · , fn}, including n frames, is regards as an observed se-
quence, O = {o1, o2, · · · , on}. The resulting audio features from each frame form
the observation vectors. We use λ = (Π, A, B) to denote all the parameters,
where Π = {πi} are the initial state probabilities. In training stage, obser-
vation vectors are separated into classes to estimate initial B firstly. Then,
to maximize the probability of generating an observed sequence, i.e. to find
λ∗ = arg maxλ p(O|λ), we use Baum-Welch algorithm to adjust the parameters
of model λ.

The recognition stage is shown in Figure 3, where l audio keywords are as-
sociated with pre-trained HMMs. For each coming audio sample sequence, the
likelihood of every HMM is computed. The audio sequence A is recognized as
keyword k, if P (O|λk) = maxl P (O|λl) [15].

S1 S3 S4 S5S2
12a 23a 34a 45a

13a
24a 35a

22a 33a 44a

)(1b )(3b)(2b

Fig. 2. The Left-right HMM with 5 States.
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Fig. 3. The HMM overview structure.

In the following experiment, we are concerned about two issues. One is how
many states are suitable for a HMM. The other one is the HMM sample length
selection.

5 Experiments and Results

Excited commentator speech and excited audience sounds directly correspond
to sports highlight which attracts audience’s interests mostly. Compared with
whistling and hitting ball, the recognition of these two keywords is quite chal-
lenging as excited parts always interlace with plain parts. Therefore, in our ex-
periments, we concentrate on excited commentator speech and excited audience
sounds.

The audio samples come from a 40 minutes real-time basketball game. They
are collected with 44.1 kHz sample rate, stereo channels and 16 bits per sample.
We used two third for training and one third for testing.

For the HMM learning, different number of states may model different states
transition process, which could influence results. Moreover, as each kind of audio
keywords have their own durations, we need to choose appropriate sample length
for different keyword training. Therefore, we conduct some experiments to com-
pare HMM structures with various states and change HMM sample length to
achieve the best performance of our proposed audio keyword generation system.

5.1 HMM with Different Hidden States

At present, we change the states from 3 to 5. The experimental results are listed
in Table 2. We find that 3-state HMM is good while 4-state HMM provides
better performance for excited commentator. In some sports games, when the
environment is very noisy, we can not detect sports highlights only by excited
audience sounds while excited commentator speech is able to provide the most
important cues. Therefore, higher performance of excited commentator speech
identification is necessary. Based on the above criteria and performance results,
we thus use 4-states HMM to generate audio keywords.
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Table 2. Performance of various HMMs with different states for audio keyword gen-
eration.

Audio Keywords States Number Recall(%) Precision (%)
Audience 5 States 95.74 95.74

4 States 95.74 95.74
3 States 100 100

Commentator 5 States 100 91.07
4 States 98.04 94.34
3 States 100 92.73

Excited Audience 5 States 85.71 85.71
4 States 85.71 85.71
3 States 100 100

Excited Commentator 5 States 66.67 100
4 States 86.67 100
3 States 73.33 100

Table 3. Performance of different sample length for audio keyword generation (5 states
HMM).

Audio Keywords Sample Length Recall(%) Precision (%)
Audience 0.2 Sec 95.39 96.61

1 Sec 95.74 95.74
Commentator 0.2 Sec 96.52 83.33

1 Sec 100 91.07
Excited Audience 0.2 Sec 83.33 75.95

1 Sec 85.71 85.71
Excited Commentator 0.2 Sec 31.65 73.53

1 Sec 66.67 100

Table 4. Audio keyword generation results (HMM vs. SVM).

Audio Keywords Methods Recall(%) Precision (%)
Whistling SVM 99.45 99.45

HMM 100 100
Audience SVM 83.71 79.52

HMM 95.74 95.74
Commentator SVM 79.09 78.27

HMM 98.04 94.34
Excited Audience SVM 80.14 81.17

HMM 85.71 85.71
Excited Commentator SVM 78.44 82.57

HMM 86.67 100
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5.2 HMM with Different Sample Length

Observation of real sports games reveals that the shortest keyword whistling
lasts slightly longer than 0.2 second. Therefore, we segment audio signals into
0.2 second as samples for whistling detection. However, other audio keywords,
such as commentator speech, excited audience sounds and etc., last much longer
than 0.2 second. Table 3 lists the results of different sample length for several
types of audio keywords. The Experimental results show that 1 second sample
length is much better than 0.2 second for audience sounds and commentator
speech related audio keyword generation. The main reason is that longer sample
length provides much more contextual information for HMM to learn in order
to differentiate among different audio keywords.

5.3 Comparison Between HMM and SVM

We further do a comparison between the HMM-based method and the SVM-
based method [7]. According to the previous experimental results, 4-state left-
right structure is selected to build HMM. We choose 0.2 second as sample length
for whistling generation and 1 second for other audio keywords (i.e., commen-
tator speech, audience sounds etc.). Compared with SVM-based audio keyword
generation, the proposed HMM-based method achieves better performance as
listed in Table 4. For the excited keywords generation, which are more signifi-
cant for highlight detection, the recalls and precisions are improved at least 5%.

6 Conclusion Remarks

Our proposed HMM-based method for audio keyword generation outperforms
the previous SVM based method, especially for the excited commentator speech
and excited audience sounds. This conforms to the fact that the HMM-based
method effectively captures rich contextual information so as to improve different
keywords’ separability.

As plain/excited commentator speech and plain/excited audience sound are
quite general for extensive sports games, we are trying to design adaptive HMMs
and combine visual features to boost performance among different kinds of sports
games.
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Abstract. In content-based video analysis, commonly the first step is to segment
a video into independent shots. However, it is rather inefficient to represent video
using shot information, as one hour video may contain more than a hundred shots.
To address this limitation, most recent work has focused on segmenting a video into
scenes, each aggregated by consecutive shots that share similar visual properties or
cover a same dramatic event. With the use of sequential change detection and the
help of nonparametric density estimation, we propose a novel approach for video
scene segmentation in this paper. Experimental results obtained from various test
videos suggest that the proposed approach is promising.

1 Introduction

With the advances in media technologies, more and more video data are being generated
and forming large databases accessible worldwide. Consequently, efficient methods that
can analyze, annotate, search, and retrieve content of interest from large video reposito-
ries have become necessary and important.

In content-based video analysis, substantial research efforts have focused on develop-
ing techniques to partition a video into shots, each comprising a sequence of consecutive
frames that appear to be filmed with a single camera act. However, as one hour video
can consist of over a hundred shots and we are mainly concerned with the underlying
video stories and subjects, it is rather inefficient and difficult to represent video content
based on only shot information.

To address this limitation, more recent work has proposed to group consecutive shots
that share similar visual properties or cover a same dramatic event. For example, Kender
and Yeo propose a memory-based approach to segment a video into scenes [1]. The
approach uses a buffer, which stores the past recent shots, and computes the recall of
the incoming shot with the shots in the buffer. If this recall exceeds a pre-determined
threshold, a decision is made that the incoming shot covers the same scene as the shots
stored in the buffer. The work of [2] proposes a hierarchical scene segmentation approach
based on a shot recall measure similar to that in [1]. The approach consists of three steps:
initial segmentation, refinement, and adjustment. To speed up the process and maintain
segmentation performance similar to that of Kender and Yeo’s method, Sundaram and
Chang propose a casual, first-in-first-out memory-based model in [3], exploiting both
visual and audio information. Approaches that make use of Hidden Markov Model and
learning techniques have also been proposed for video scene segmentation [4].
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In this paper, we propose a novel approach for video scene segmentation by using
sequential detection of changes in the video shot sequence. To ensure the proposed ap-
proach can adapt well to different video contents, we employ nonparametric density
estimation and adaptive thresholding for identifying different scenes. Experimental re-
sults obtained from various test videos, as compared with the existing methods, suggest
that the proposed approach is rather promising.

2 Sequential Change Detection

Consider each video generating a sequence of shot features accordingly to different
feature distributions due to changes of video contents. Our goal is to examine the feature
sequence and determine where each video scene change occurs, i.e., the beginning of a
new scene. This scene change detection problem can be stated as follows:

Given a sequence of M features X = {X1, X2, . . . , XM} obtained from a
video shot sequence, there is an unknown change of the underlying shot feature
distribution at k, where 1 < k ≤ M , such that the shot features are generated
according to distribution P1 before k and according to distribution P2 after (and
including) k. The goal is to detect this change (if it exists) while minimizing the
false detection rate.

This problem can be tackled as a testing between a simple hypothesis H1 (without
change) and a composite hypothesis H2 = ∪1<k≤MH(k) (with change at k), where

H1 : Xn ∼ P1 for 1 ≤ n ≤ M ;
H(k) : Xn ∼ P1 for 1 ≤ n < k

Xn ∼ P2 for k ≤ n ≤ M.
(1)

With this formulation, the problem can be tackled by considering the log-likelihood ratio
— a sufficient statistic for testing between the two hypotheses H2 and H1 — defined as:

log ΛM
1 (k) = log

∏k−1
n=1 p1(Xn) ·∏M

n=k p2(Xn)∏M
n=1 p1(Xn)

=
M∑

n=k

log
p2(Xn)
p1(Xn)

. (2)

In particular, the index k, where the change most likely occurs, can be estimated
by maximum likelihood estimation k̂ = arg max1<k≤M log ΛM

1 (k). Furthermore, if
log ΛM

1 (k̂) exceeds a pre-defined threshold, a decision can be made in favor of hypothesis
H2; otherwise H1.

3 The Proposed Approach

The log-likelihood ratio mentioned above can be used only for off-line detection because
it can be computed only after all the shot features are available. To detect each video scene
change as soon as it occurs and hence to allow the detection of multiple scene changes
in the underlying feature distributions, we modify the measure such that a decision of
scene change can be made based on the few features around the change location.
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In our approach, we select the shot color histogram (SCH) computed in HSV (Hue-
Saturation-Value) color space as the feature. Suppose the frame color histogram (FCH)
is obtained by uniformly quantizing the HSV color coordinates into 12 (H), 4 (S), and 4
(V) bins, respectively, resulting in a total of 192 quantized colors; a video is segmented
into M shots S = {S1, S2, . . . , SM}; each shot Si contains frames {fbi

, . . . , fei
} with

corresponding FCH {Fbi
, . . . , Fei

}; we compute the bin-wise average color histogram
of all the FCHs in the shot as the SCH; that is, Xi(k) = mean{Fbi

(k), . . . , Fei
(k)}, 1 ≤

k ≤ B, where B is the total number of histogram bins.
To modify the measure for detecting scene changes, we consider an important prop-

erty of the log-likelihood ratio

EP1

[
log

p2(Xn)
p1(Xn)

]
≤ 0 ≤ EP2

[
log

p2(Xn)
p1(Xn)

]
(3)

where EP1 and EP2 denote the expectations of the log-likelihood ratio of the shot feature
Xn with respect to the distributions P1 and P2, respectively. This inequality implies that
when the underlying distribution is P1, the sum of the log-likelihood ratio of shot features
has a negative drift and turns to a positive drift after the distribution has changed to P2.
Hence, the existence of a scene change can be decided as soon as the sum of the log-
likelihood ratio after turning to a positive drift has exceeded a pre-defined threshold.

It should be noted that the expectation of the log-likelihood ratio after a scene change
is commonly used for measuring the distance between two densities, and is known as
the Kullback-Leibler divergence [5].

D(P2||P1) = EP2

[
log

p2(Xn)
p1(Xn)

]
. (4)

3.1 Scene Change Measures

For each postulated scene change location k, we measure the Kullback-Leibler diver-
gence using the SCHs in a window of size N , as follows:

J(k) = D(P1||P2)k−1
k−N + D(P2||P1)k+N−1

k

=
1
N

k−1∑
n=k−N

log
p1(Xn)
p2(Xn)

+
1
N

k+N−1∑
n=k

p2(Xn)
p1(Xn)

. (5)

We refer to this as the average-based divergence measure.
Considering that the scene changes of a video can be easily confused by the content

changes due to camera and object motion, we also examine another measure, referred to
as the median-based divergence measure, by using the median operation instead of the
average operation, as follows:

J(k) = mediank−1
n=k−N log

p1(Xn)
p2(Xn)

+ mediank+N−1
n=k log

p2(Xn)
p1(Xn)

. (6)

In our experiments, we set N to 8 for computing these two measures, and set the first N
change values to zeros, i.e., J(k) = 0, for k = 1, . . . , N .
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3.2 Nonparametric Density Estimation

The two measures in (5) and (6) show that the computation of the scene changes requires
the knowledge of the two density functions, p1 and p2. In the literature, the densities
can be approximated by using a parametric density model and estimating the model
parameters from representative training data. In video segmentation, however, common
parametric models rarely fit well with the feature densities in practice; furthermore, the
number of features available for estimating the model parameters is usually limited.

For these reasons, we adopt a nonparametric scheme to estimate the probability den-
sities of each shot feature directly from the neighboring shot features without assuming
any models for the underlying distributions. Specifically, we use a kn-nearest neighbor
(with kn set to 1) to estimate the two corresponding densities of shot feature Xn as
follows:

p1(Xn) = 1 − minj(‖ Xn − Xj ‖q/2), j = k − N, . . . , k − 1
p2(Xn) = 1 − minj(‖ Xn − Xj ‖q/2), j = k + 1, . . . , k + N

(7)

where ‖ Xn − Xj ‖q is q-norm distance between two shot features Xn and Xj . Here
we shall focus mainly on the 1-norm distance for its good performance and ease of
computation.

With this nonparametric scheme, we can gauge whether a change in the underlying
distribution has taken place. For example, when the shot feature Xk assumes a scene
change, the density values estimated for the shot features before Xk with respect to p1
would be larger than that with respect to p2, reflecting the fact that the two underlying
distributions are different and the shot features before and after Xk follow distributions
P1 and P2, respectively. On the contrary, when the shot feature Xk does not assume a
scene change, the estimated density values with respect to p1 and p2 would be similar.

3.3 Scene Change Identification

To identify each scene change as soon as possible, a suitable threshold for change is
needed. Although a heuristical threshold can be used for this purpose, it is hard to be
well suited for different scene changes due to the large variations of video contents. In
our proposed approach, we first identify the peak value of the average-based or median-
based divergence measure from a non-overlapping detection window of size 2×W +1,
i.e., the most likely scene change location within the window, and compare it against an
adaptive threshold, as follows:

maxk−W≤i≤k+W |J(i)| ≥ max(α, βzm) (8)

where zm = mediank−W≤i≤k+W |J(i)|, α is a parameter ensuring the scene change
is large enough, and β is an appropriate parameter warranting a peak value. In both
average-based and median-based divergence measures, we set 2×W +1 to 11. The two
parameters α and β can be determined by using a peer group filtering (PGF) scheme [6]
to make the threshold adaptive to each video.
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3.4 PGF Based Scheme

The main function of PGF is to separate a set of data into two groups by maximizing the
ratio of between-group distance to within-group distance. Suppose {dn, n = 1, . . . , T}
is a distance data sequence ranked in ascending order, where T is the size of the training
sequence. The position index l for separating the ranked sequence into two groups can
be estimated by maximizing a criterion function Ci, defined as:

l̂ = arg max
i

Ci =
|ai,1 − ai,2|2
si,1 + si,2

, i = 1, . . . , T

where

ai,1 = 1
i

∑i
j=1 dj , ai,2 = 1

T−i

∑T
j=i+1 dj ,

si,1 =
∑i

j=1 |dj − ai,1|2, si,2 =
∑T

j=i+1 |dj − ai,2|2.
To estimate parameter α, we apply the PGF scheme to the ranked log-likelihood

ratios of a training shot feature sequence {L(Xn) = log p2(Xn)
p1(Xn) , n = 1, . . . , T} in

ascending order, and set α equal to the value of the log-likelihood ratio separating
the sequence into two groups. To determine parameter β, we form a ratio sequence,
{R(Xm) = L(Xm)/medianm−1

j=m−ML(Xj) + 1, m = M + 1, . . . , T}, where L(Xm)
is an element in the sequence {L(Xn)} and M is set to 5 in our experiments. We rank the
sequence {R(Xm)} in ascending order and then apply the PGF scheme. The parameter
β is set to two times of the value that separates the ranked sequence into two groups.
In our experiments, the training sequence is half of the input shot feature sequence, i.e.,
T = M/2.

4 Experimental Results

We have tested the proposed approach to a video set formed by four test videos as shown
in Table 1.

Table 1. Scene segmentation performance obtained by the memory-based method [1] and our
proposed approach using the average-based (Average) and median-based (Median) divergence
measures.

Video Frame # Shot # Scene # Method Nc Nd Recall Precision
Tennis 17982 137 5 Memory-based 4 4 0.80 1.00

Average 5 5 1.00 1.00
Median 3 3 0.60 1.00

Sitcom 16304 133 10 Memory-based 4 5 0.40 0.80
Average 7 9 0.70 0.78
Median 3 3 0.30 1.00

News 28492 187 11 Memory-based 4 8 0.36 0.50
Average 8 14 0.73 0.57
Median 6 9 0.55 0.67

Movie 42308 313 22 Memory-based 10 12 0.45 0.83
Average 14 17 0.64 0.82
Median 14 16 0.64 0.88
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Shot 7 Shot 8 Shot 9 Shot 10

...
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...

Shot 47 Shot 48 Shot 49 Shot 51 Shot 52 Shot 53 Shot 54

...

A1
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A3

Shot 55 Shot 56 Shot 57 Shot 69 Shot 70 Shot 71 Shot 72

...

Shot 73 Shot 74 Shot 75 Shot 77 Shot 78 Shot 79 Shot 80

...

A4

B1 B2

B3

B4

B5

Shot 4 Shot 5 Shot 6

Fig. 1. The ground truth and the scene changes detected by our proposed approach and the memory-
based method [1] for the first 80 shots of the test movie video.

Figure 1 shows the scene segmentation results for the first 100 shots of the test
movie video obtained by our approach using the median-based divergence measure and
the memory-based method proposed by Kender and Yeo [1]. Each ground-truth scene
segments of the test video are shown in blocks with different background colors, and each
shot is represented by one of its frames. Labels A’s are the scene changes detected by our
approach, and labels B’s are the scene changes detected by the memory-based method.

Figure 1 shows that, although both our proposed approach and the memory-based
method can detect most of the scene changes for the test movie video, the location of
each scene change detected by our proposed approach is more accurate than that of
the memory-based method. For example, three of the four locations of scene changes
detected by our proposed approach are the same to that of the ground truth (A2, A3,
and A4), and only one scene change location A1 detected by our approach is one-shot
different from that of the ground truth. Although these scene changes can be detected by
the memory-based method, all of detected the locations (B1, B2, B3, and B4) are one-shot
different from that of the ground truth. Furthermore, B5 is a false scene change detected
by the memory-based method, and it is avoided by our approach. By comparison, the
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Shot 76
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Shot 79

Fig. 2. The ground truth and scene changes detected by our proposed approach and the memory-
based method [1] for the first 100 shots of the test sitcom video.

recall and precision for this test movie video obtained by our approach are 0.64 and
0.82 using the average-based divergence measure, and 0.64 and 0.88 using the median-
based divergence measure, while the recall and precision obtained by the memory-based
method are 0.45 and 0.83, respectively.

Figure 2 shows the scene changes detected by our approach using the average-based
divergence measure and the memory-based method for the test sitcom video. It can be
observed from the figure that the memory-based method can detect the scene change from
an indoor action to commercials (B1 and B2) and the change of indoor scenes (B3). Our
approach can detect not only the scene changes detected by the memory-based method
(A3, A4 and A5), but also the changes between scenes occurred in a similar place (A2,
A6 and A7), which are missed by the memory-based method. Furthermore, A8 is another
scene change correctly detected by our approach, while it is missed by the memory-based
method. Each location of the scene changes except A1 detected by our approach is the
same to that of the ground truth. A1 is a scene change falsely detected by our approach
because the first N content changes J(k)’s were set to zeros in our experiments. In
contrast, the scene changes detected by the memory-based method, B1, B3 and B4, are
at least one-shot different from that of the ground truth.
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The scene segmentation results obtained by the memory-based method [1] and our
proposed approach using the average-based and median-based divergence measures are
listed in Table 1 for various test videos. In the table, Nd is the number of scenes detected
by each method, and Nc is the number of scenes that are detected correctly. For our
approach, the average recall and precision are 0.77 and 0.79 by using the average-based
divergence measure, and 0.52 and 0.89 by using the median-based divergence measure.
For the memory-based method, the average recall is 0.50 and the average precision is
0.78. The scene segmentation results show that the average segmentation performance
of our proposed approach is more accurate than that of the memory-based method.
Furthermore, our proposed approach using the average-based divergence measure can
achieve a better average detection recall, and that using the median-based divergence
measure can normally achieve a higher detection precision.

5 Conclusion

We have proposed in this paper a novel scene segmentation approach using sequential
change detection to detect the visual content changes in the underlying shot feature
distributions. Two measures based on the Kullback-Leibler divergence, the average-
based and median-based divergence measures, are proposed to gauge the changes of
visual contents. To identify whether a measured change value signifies a valid scene
change, an adaptive threshold selection method based on the peer group filtering is
devised to make our approach suitable for various test videos. Experiments on four test
video sequences have been conducted and the results suggest that our proposed approach
performs better than the existing methods in segmenting a video into scenes.
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Abstract. According to the definition of the edge histogram descrip-
tor (EHD) in MPEG-7, one can easily generate an extra histogram bin
from the 5-bin local edge histogram of each 4 × 4 sub-image. This extra
histogram bin defines the ratio of the non-edge area (i.e., monotonous
region) in the sub-image. Forming a feature vector with 6 edge/non-edge
types, we can generate 33 different feature vectors (or 33 × 6 = 198 fea-
ture elements) including 16 vectors from 4×4 sub-images, 1 vector from a
global histogram, 13 vectors from semi-global histograms, 1 vector from
entropy, and 2 vectors from centers of gravity. A statistical hypothesis
testing is employed to see which feature vectors/elements are most in-
formative to differentiate different image classes. Experimental results
show that non-edge and entropy features are the most informative fea-
tures among all 33/198 feature vectors/elements.

1 Introduction

Edge in image is an important low-level feature. It can describe both shape and
texture features, which are essential elements for content-based image analysis.
Its importance makes the edge to be one of the most frequently used image
features for the content-based image analysis, demanding a standardized means
for its description. In MPEG-7, the edge description in an image is standardized
in terms of edge histogram descriptor (EHD) [3][5]. The EHD describes five edge
types in the image, namely horizontal, vertical, two diagonal, and non-directional
edge types. Population for these five types of edges in a local image region of a
sub-image is represented by a histogram with five bins. Specifically, the image
space is divided into 16 (4 × 4) non-overlapping sub-images and for each sub-
image a histogram with five edge bins is generated, yielding a combined edge
histogram with 80 (16×5) bins for the entire image. The histogram with 80 bins
is the standardized edge descriptor for MPEG-7. The apparent role of the EHD is
to provide primitive information on the edge distribution in the image. Since the
EHD is basically a collection of local edge histograms, it is quite primitive and
flexible, allowing us to extract various image features from the 80-bin histogram.
For example, in [5], a global and 13 semi-global edge histograms are generated
directly from the EHD to be used for the similarity matching. The extended 150-
bin (80+14x5) histogram yields better image retrieval performance than that of
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80 bins only. In addition, according to the definition of the EHD in MPEG-
7, one can always generate the sixth feature from the 5 types of edge bins for
each 4 × 4 sub-image. This sixth feature represents the relative population of
the non-edge types in the sub-image. Forming a feature vector with 6 edge/non-
edge bins, we can extract 33 different feature vectors (or 33 × 6 = 198 feature
elements) including 16 vectors from 4 × 4 sub-images, 1 vector from a global
histogram, 13 vectors from semi-global histograms, 1 vector from entropy, and
2 vectors from centers of gravity. A statistical hypothesis testing is employed to
see which feature elements (or feature vectors), among all 198 feature elements
(or 33 feature vectors), are most informative to differentiate different image
classes. The purpose of this investigation is to identify descriptor elements that
perform well or badly. That is, as a result of this investigation, one can tell which
descriptor elements are more informative than others.

2 The Edge Histogram Descriptor (EHD)

Regardless of the size of the given image, the image is first divided into 4x4
sub-images. Each sub-image is a basic region to generate an edge histogram,
which consists of 5 bins with vertical, horizontal, 45-degree diagonal, 135-degree
diagonal, and non-directional edge types. Since it is required to extract the non-
directional edge as well as the four directional ones, a small image block rather
than a pixel is needed to extract an edge type [5]. To this end, we further divide
the sub-image into non-overlapping image blocks with a small size. Note that the
image block may or may not have an edge in it. If there is an edge in the block,
we increase the counter of the corresponding edge type by one. Otherwise, the
image block has monotonous gray levels and no histogram bin is increased. After
examining all image blocks in the sub-image, the 5-bin values are normalized by
the total number of blocks in the sub-image. Thus the sum of the normalized 5
bins is not necessarily 1. Finally, the normalized bin values are quantized for the
binary representation. Since there are 16 (4×4) sub-images, each image yields an
edge histogram with a total of 80 (16×5) bins. These normalized and quantized
80 bins constitute the EHD of the MPEG-7.

3 Feature Extraction

Let us denote bij(k) as a normalized and quantized bin value for a sub-image
at (i, j) ∈ Ω, where Ω = {(i, j); 1 ≤ i ≤ 4, 1 ≤ j ≤ 4} is a set of indices for
sub-images and k ∈ {1, · · · , 6} indicates one of six edge/non-edge types. More
details on labeling (i, j) and k are illustrated in Figure 1. Recalling that the bin
values are normalized by the total number of blocks in the sub-image, one can
generate the sixth block type (i.e. monotone block) from the five quantized edge
bins as bij(6) = 1 −∑5

k=1 bij(k), where bij(6) represents the relative population
of the number of blocks with the monotonous brightness in the sub-image at
(i, j) ∈ Ω. Note that, as bij(6) increases, a large monotonous region with no
edge is expected in the sub-image at (i, j).
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k Type of the block
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Fig. 1. Labelling for (a) block types and (b) sub-images with corresponding feature
vectors.

3.1 Local Edge Histogram (LEH)

Including bij(6), we have 6 elements for the histogram of each sub-image at
(i, j) ∈ Ω. Then, we can express the 6 elements as a feature vector Bl =
(bl(1) · · · bl(6))T for the lth sub-image at l = (i, j) ∈ Ω and l = 1, · · · , 16. Thus,
for all 4 × 4 sub-images, we have a total of 16 feature vectors {B1, · · · , B16} for
local edge/non-edge histograms (LEH).

3.2 Global Edge Histogram (GEH)

For the representation of global edge distribution, we can form the 17th vector
B17 by averaging the 16 local edge histograms. That is, B17 = (m1 m2 m3 m4 m5

m6)T , where mk =
∑4

i=1
∑4

j=1 bij(k)/16. The mean vector mk represents the
average occurrence of the edge/non-edge type k in the entire image.

3.3 Semi-global Edge Histogram (SGEH)

In addition to the global edge histogram, 13 semi-global edge histograms (SGEH)
are generated from the local edge histograms to represent the edge distribu-
tion for specific regions in the image [5]. Note that, for each SGEH, only 4
of the 16 sub-images are chosen. For example, as in Figure 2, we have fea-
ture vectors {B18, B19, B20, B21} generated by 4 horizontal sub-images and
{B22, B23, B24, B25} by 4 vertical sub-images. Also, 4 sub-images in the upper-
left, upper-right, lower-left, lower-right, and central regions in the image yield 5
additional feature vectors {B26, B27, B28, B29, B30}, respectively.

3.4 Entropy (ENT)

Since the local histogram bin value {bl(k)} is normalized, it can be treated
as a probability mass function. Thus, entropy for the six edge/non-edge fea-
tures can be obtained from the EHD bins for the 31st feature vector B31 =
(H1H2H3H4H5H6)T , where
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B18
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B19
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B22 B23 B24 B25

B26 B27

B28 B29

B30

(c)

Fig. 2. Feature vectors for semi-global edge histogram descriptors: (a) Horizontal, (b)
Vertical, (c) Upper-left, upper-right, lower-left, lower-right, central.

Hk = −
4∑

i=1

4∑
j=1

bij(k) ln bij(k). (1)

Note that Hk is a measure of randomness and takes small values for smooth or
homogeneous texture images.

3.5 Center of Gravity (COG)

In 4 × 4 sub-images, the center of gravity (COG) of each edge/non-edge type
can tell us its density bias in the 4 × 4 sub-image grid. For the uniformly and
symmetrically distributed edge/non-edge type, its COG will be in the center of
the grid, which is (2.5, 2.5). However, if the density of an edge/non-edge type
for a sub-image is higher than others, then its COG will be closer to the grid of
that sub-image. The 2-D components of the center of gravity for the edge/non-
edge type k are the last two feature vectors B32 = (cx(1) cx(2) · · · cx(6))T and
B33 = (cy(1) cy(2) · · · cy(6))T defined as follows

cx(k) =

∑4
i=1
∑4

j=1 i × bij(k)∑4
i=1
∑4

j=1 bij(k)
, (2)

cy(k) =

∑4
i=1
∑4

j=1 j × bij(k)∑4
i=1
∑4

j=1 bij(k)
. (3)

4 Feature Evaluation Using Statistical Hypothesis
Testing

Let the value of a feature element b
(m,n)
l (k) be the realization of the random

variable Bm
l (k), where l ∈ {1, 2, · · · , 33}, n ∈ {1, · · · , N}, m, and k denote the

indices for the feature vectors, image sample, image class, and the edge/non-edge
types, respectively. So, for an image class m, there are N image samples. Now, our
question is whether the features vectors obtained from the sample images of two
image classes differ significantly. This is equivalent to asking whether the feature
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elements in B1, · · · , B33 are informative enough. A way of evaluating the infor-
mativeness is to employ the statistical hypothesis testing [4]. Suppose that there
are two image classes ω1 and ω2 and, for each random variable Bm

l (k), we have N

realizations (or samples) {b
(1,1)
l (k), · · · , b

(1,N)
l (k)} and {b

(2,1)
l (k), · · · , b

(2,N)
l (k)}

for ω1 and ω2, respectively. Then, we will try to answer which of the following
hypotheses is correct:

H1 : The sample values {b
(1,1)
l (k), · · · , b

(1,N)
l (k)} and {b

(2,1)
l (k), · · · , b

(2,N)
l (k)}

for the kth feature element of the lth feature vector differ significantly.
H0 : The sample values {b

(1,1)
l (k), · · · , b

(1,N)
l (k)} and {b

(2,1)
l (k), · · · , b

(2,N)
l (k)}

for the kth feature element of the lth feature vector do not differ significantly.

The decision on the hypotheses H1 and H0 is based on the consideration of
the differences of the sample mean values. Specifically, we will test whether the
difference of the mean values of the two classes is significantly different from
value zero. To this end, we need the means μ1 = E[B1

l (k)] and μ2 = E[B2
l (k)]

and the variances σ2
1 = E[(B1

l (k) − μ1)2] and σ2
2 = E[(B2

l (k) − μ2)2] for the
classes ω1 and ω2, respectively. (For notational convenience, we drop the indices
l and (k) for μ1, μ2, σ2

1 , and σ2
2 .) If the means and the variances are not known,

the sample means and sample variances are used (i.e., μ̂m =
∑N

n=1 b
(m,n)
l (k)/N

and σ̂2
m =

∑N
n=1(b

(m,n)
l (k)− μ̂l)2/(N −1), where m = 1, 2). Having the statistics

μ̂1, μ̂2, σ̂2
1 , and σ̂2

2 , let us define the test statistic q as follows

q =
μ̂1 − μ̂2

1
2
(σ̂2

1 + σ̂2
2)
√

2
N

. (4)

Under the assumption that the random variables B1
l (k) and B2

l (k) for classes
ω1 and ω2, respectively, have normal distributions with the same variance, the
random variable of q turns out to follow the t-distribution with 2N − 2 degrees
of freedom [4].

Let us define the acceptance interval D as the interval for q in which the
hypothesis H0 takes a high probability. That is, if the value of q obtained from
(4) lies in D, we will accept H0. Otherwise, for its complement D̄, if q lies in
D̄, we will reject H0 and accept H1. Under the assumption that H0 is true, the
conditional probability denoted ρ that q lies in D̄ given the hypothesis H0 is
the probability of an error in our decision. Note that, given ρ, the interval D
(also D̄) is determined. As the error probability ρ decreases, D covers a wider
interval, which requires larger q value to lie outside D (i.e., inside D̄) for H1.
This implies that, as |q| increases, the acceptance probability of the hypothesis
H1 remains to be high even for the low error probability ρ. This also implies that
|q| can be used as a measure for the ability of differentiating two image classes.
That is, a bin (or a feature) with a larger |q| value can be considered to be more
informative.
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(a) (b) (c) (d)(a) (b) (c) (d)

Fig. 3. Image samples for (a) homogeneous texture: image class A, (b) non-
homogeneous texture/complex: image class B, (c) image objects with monotonous
background: image class C, (d) clip art image: image class D.

5 Experiments

As shown in Figure 3, four image classes with 15 sample images (i.e., N = 15)
for each class are used for our experiments, namely homogeneous texture im-
ages (image class A), non-homogeneous complex images (image class B), and
monotone background images (image class C), and clip art images (image class
D). The hypothesis testing is conducted for each possible pair of the 4 image
classes (i.e., a total of 6 pairs). Note that there are 5 different feature groups,
namely LEH with {B1, · · · , B16}, GEH with B17, SGEH with {B18, · · · , B30},
ENT with B31, and COG with {B32, B33}. Among 33 feature vectors, dynamic
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Fig. 4. Average |q| values for feature groups labelled as 1:LEH, 2:GEH, 3:SGEH,
4:ENT, 5:COG between image classes of: (a) A and B, (b) A and C, (c) A and D,
(d) B and C, (e) B and D, (f) C and D.

ranges for LEH, GEH, and SGEH are within [0, 1]. Thus, for fair comparisons,
feature elements of ENT and COG are needed to be normalized. For the nor-
malization of ENT we can divide the entropy in (1) by 16/6 × ln(1/6), where
bij(k) = 1/6 yields the highest entropy. Also, the COG can be normalized by
dividing (2) and (3) by 5. Since feature vectors within the same feature group
exhibit similar statistical properties, the |q| values with the same feature groups
are averaged and plotted in Figure 4. As one can see in the figure, feature vectors
of GEH, SGEH, and ENT yield large |q| values, demonstrating their excellent
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informativeness. We also observe that most |q| values are large enough to guar-
antee low error probabilities. Among all 6 pairs of experiments, however, the |q|
values obtained for the classification between image groups C and D are smaller
than others, meaning the relative weakness of the edge-based classification for
them. For most cases (especially for GEH), the sixth bin bl(6) takes higher |q|
values, showing its high informativeness.

6 Conclusions

This paper evaluates 198 feature elements including 80 bins of EHD in MPEG-7
and other 118 features generated from them. The evaluation is based on the
hypothesis testing framework. For a pair of image classes, the statistic |q| is
calculated for each feature element including the sixth bin for the non-edge
type. Experimental results with our choice of four image classes show that the
global and the semi-global histograms and the entropy yield large |q| values for
most of cases, meaning low classification error probabilities. In particular, we
observed that the non-edge type feature generated from the 5 edge types for
each sub-image is indeed most informative in differentiating different images.
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ter Project.
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Abstract. This paper describes an automatic creation technique of
background music track data for given video file. Our proposed system is
based on a novel BGM synthesizer, called “Matrix Music Player”, which
can produce 3125 kinds of high-quality BGM contents by dynamically
mixing 5 audio files, which are freely selected from total 25 audio wave-
form files. In order to retrieve an appropriate BGM mixing patterns, we
have constructed an acoustic analysis database, which records acoustic
features of total 3125 synthesized patterns. Developing a video analyzer
which generates image parameters of given video data and converts them
to acoustic parameters, we access the acoustic analysis database and re-
trieve an appropriate synthesized BGM signal, which can be included in
the audio track of the source video file.

1 Introduction

In general video productions, BGM or background music clips are often inserted
as an acoustic effect with vocal tracks such as talk and narration data. In case
of drama or documentary video production, the included music contents are ar-
tistically selected or newly composed by acoustic designers, according to story
progression of the entire video program. However, in cases of background video,
education program, information program and computer graphics animation ori-
ented program productions, not so much attention must be paid for background
music selections rather so much attention need to paid for production cost ef-
fectiveness. The target of this work is focusing on the latter cases of video pro-
ductions, and reduces total production costs by developing an automatic audio
editing system. This can select and insert automatically suitable BGM contents
to producing video contents in as low copyright costs as possible.

There have been several works of adding automatically appropriate video
clips to music contents [1], or analyzing and visualizing acoustic signals using
computer graphics. But the other research approach of adding appropriate au-
dio contents to video contents like what we are proposing has not been almost
reported. This work is based on our developed mass production system of BGM
contents called “Matrix Music Player”[2] as shown in Fig. 1. In this paper,

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 591–598, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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additionally we propose an intelligent BGM retrieval technology of finding ap-
propriate BGM patterns by acoustic feature parameters, and a video analysis
technology of analyzing image feature parameters and converting them to acous-
tic parameters for BGM retrieval.

2 Music Synthesizing Technology of BGM Mass
Production

Music works are composed of at least three parts: melodies, chords and rhythms.
In general music compositions, each part is further divided to multiple instru-
ment parts, whose editing tracks are used for source recording. If we can produce
M sets of N-track music work whose some track data can be freely exchanged to
the other track without making any musical contradiction; we can produce MN

number of different music contents by mixing N-track data randomly selected
from M x N basic track data files. This music mass production concept, what
we are proposing and calling as “Matrix Music Player”, is especially useful for
BGM content generation.

If we prepare 5 sets of 5-track music works, total 25 matrix format music data,
like shown in Fig. 1, we can produce 3125 number of different music contents. In
case of Fig. 1, each track corresponds with an instrument category: Flute, Vocals,
Strings, Keyboard and Drums, and each track has 5 different voices of instrument
used in 5 Asian cultures: Japanese (for dance), Japanese (for folksong), Indian,
Chinese and Korean. Different from MIDI music, these 5 voices on the same
track are not always based on the same music notes, but they are produced
independently and can include vocal sounds. These track voices have the same
length of playback time and are digitized as a high-quality stereo audio waveform
format. We can produce even high-definition audio BGM contents by mixing 5-
track waveform data from the beginning. In our prototype system of “Matrix
Music Player”, each audio track waveform has been sampled by 96kHz/24bits/2-
ch and had 3-minute playback time. Moreover, if we compress each unit waveform
file by lossless, we can archive total 25 CD-quality 6-minute waveform files into
a single CD-ROM.

3 Intelligent Retrieval of BGM Synthesizing Patterns

In order to find appropriate BGM synthesizing patterns or matrix patterns from
total 3125 possible patterns, we have provided an acoustic matrix at the front-
end of the material matrix. In this acoustic matrix, we can define 8 parameters
of acoustic features: volume, stereo, pitch, note, harmony, overtone, tempo and
rhythm. In Fig. 2 example, we can define to each parameter four-level weight:
high, middle, low and not considered, for each acoustic parameter. Before ex-
ecuting retrieval processes, we need to prepare an acoustic analysis database,
in which 3125 records of acoustic parameter analysis data are archived. This
database is created by analyzing 3125 patterns of BGM synthesized waveforms



Automatic Synthesis of Background Music Track Data 593

[M
a
trix

 M
u

sic
 M

a
te

ria
ls]

[S
e
le

c
te

d
 T

ra
c
k

 D
a
ta

]
[S

y
n

th
e
siz

e
d

 W
a
v

e
fo

rm
]

11:

Flute /

Shinobue

21:

Vocal /

Nagauta

31:

Guitar /

Shamisen

41:

Harp /

Koto

51:

Drums /

Taiko

Japanese

(Kabuki)

Japanese

(Minyou) Indian Chinese Korean

52:

Drums /

OhDaiko

53:

Drums /

Tabla

54:

Drums /

Taiko

55:

Percussion

Samrnoli

42:

Piano

43:

Base

Tambura

44:

Vibes /

Yokin

45:

Wood Base

32:

Guitar /

Shamisen

33:

Guitar /

Sitar

34:

Harp /

Furukoto

35:

Violin

22:

Vocal /

Uta

23:

Strings /

Dilruba

24:

Guitar /

Biwa

25:

Strings /

Ajeng

[Track1]

Flute

[Track2]

Vocal

[Track3]

Strings

[Track4]

Keyboard

[Track5]

Drums

12:

Flute /

Shakuhachi

13:

Flute /

Bansuri

14:

Strings /

Niko

15:

Flute /

Tegm

Synthesize of Waveforms

S
e
le

c
tio

n
 fro

m
 M

a
trix

  

Fig. 1. BGM Mass Production System Using “Matrix Music Player”

using the following formula and storing 8 kinds of calculated parameters for each
pattern. Using this database we can search several appropriate BGM synthesized
patterns corresponding with our specified acoustic matrix. Moreover, creating a
Transform Knowledge Database, which transforms a certain keyword to a set of
acoustic matrix parameters, we can search BGM patterns by defining sensitive
or kansei keywords such as “cheerful”.

3.1 Calculations of Acoustic Parameters

The following two parameters are calculated to given waveform data: X(i), i =
0, S − 1.

(1) Volume parameter (indicating a dynamic range of given acoustic signal)

Pv = 20 • log{
S−1∑
i=0

|X(i)|}/S. (1)

(2) Stereo parameter (indicating a spatial range from the left to right side)

Ps = 20 • log{
S/2−1∑

i=0

|R(i)|} • 2/S. (2)
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Fig. 2. BGM Sound Track Synthesis System for Video File

Here, R(i) is defined as follows:

If |X(i*2)|>=|X(i*2+1)| then R(i)=X(i*2)/X(i*2+1).
If |X(i*2)|<|X(i*2+1)| then R(i)=X(i*2+1)/X(i*2).

Next, calculating spectrogram: Zk(n), n=0,· · ·,N-1 (127), k=0,. . .,K-1, analyzed
data to the waveform X(i), where n is MIDI note number indicating discrete
frequency parameters and k is analyzed unit frame number; a frame size is 8192
samples. Using this spectrogram Zk(n), the following four parameters are ob-
tained.

(3) Pitch parameter (indicating an average pitch of recorded sounds)

Pp =

{
K−1∑
k=0

∑N−1
n=0 nZk(n)∑N−1
n=0 Zk(n)

}
/K. (3)

(4) Note parameter (indicating duplicated notes or number of ensemble in-
struments)

Pn =

{
K−1∑
k=0

C(k)

}
/K. (4)

C(k) is a count of notes where Zk(n) >predetermined level at a frame k.
(5) Harmony parameter (indicating whether the key is major or minor) Using

m where Zk(m) will be the maximum level at a frame, we define Ph(k) as
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Ph(k) = {Zk(m + 4) − Zk(m + 3) + Zk(m + 16) − Zk(m + 15) + Zk(m − 8) −
Zk(m− 9)}/6. This calculation means addition of major third interval level (+4
semitone) and subtraction of minor third interval level (+3 semitone) including
upper or lower octave interval level.

Ph = {
K−1∑
k=0

Ph(k)}/K. (5)

(6) Overtone parameter (indicating richness of overtone)

Po = {
K−1∑
k=0

N−1∑
n=0

Zk(n) + Zk(n + 12) + Zk(n + 19) + Zk(n + 24)
4

}/K. (6)

Furthermore, temporally shrinking the waveform at 1/60 ratio, and calculat-
ing the spectrogram again to the shrunken waveform: Zk(n), n=0,· · ·N-1 (127),
k=0,· · ·,L-1, we obtain the top two spectrum level of note number: M1 and M2
(M1 < M2) at each frame where analysis frame size is 8129. The following two
parameters are obtained by these M1 and M2 value.

(7) Tempo parameter (indicating an average beat per minute, unit:BPM)

Pt = {
L−1∑
k=0

440 • 2
M2−64)

12 }/L. (7)

(8) Rhythm parameter (indicating an average rhythm count)

Pr = {
L−1∑
k=0

100 • 2
M1−M2

12 }/L. (8)

3.2 Calculations of Spectrogram

A spectrogram: Zk(n), n=0,· · ·,N-1 (127), k=0,· · ·,K-1, analyzed data to the
waveform X(i) is calculated by the following, where n is MIDI note number
indicating discrete frequency parameters and k is analyzed unit frame number.

Zk(n) = [{
kT+T−1∑

i=kT

Xa(i)Cn(i)}2 + {
kT+T−1∑

i=kT

Xa(i)Sn(i)}2]1/4. (9)

Here, Cn(i) = cos(2πf(n)i/F ), Sn(i) = sin(2πf(n)i/F ), F is a source sampled
frequency value, f(n) means MIDI note number frequency, Xa(i) = {X(i ∗ 2) +
X(i ∗ 2 + 1)}/2 and f(n) = 440 • 2(n−69)/12. For calculating both tempo and
rhythm parameters, we calculate a spectrogram to the 1/60 temporally shrunken
waveform X(i). In this case, the unit of frequency becomes BPM from Hz.

Zk(n) = [{
kT+T−1∑

j=kT

Y (j)Cn(j)}2 + {
kT+T−1∑

j=kT

Y (j)Sn(j)}2]1/4. (10)

Here Y (j) =
∑119

i=0 X(j ∗ 120 + i).
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4 Analysis of Source Video Images

By analyzing each image frame in given video file, we calculate 8 image pa-
rameters: contrast, stereo parallax, hue, saturation, brightness, color variation,
frame change, cyclic pattern. Then each image parameter will be converted to
the specified acoustic parameter described before, based on the transform knowl-
edge database as shown in Fig. 2. As described before, by executing an intelligent
retrieval using these converted acoustic parameters, we can obtain several appro-
priate BGM synthesized patterns. Synthesized BGM audio data can be inserted
in the sound tracks of the analyzed video file. The two image parameters of
stereo parallax and cyclic pattern are applied only for 3-D video images and
loop based video images, therefore these two parameters are not used for general
video files.

4.1 Calculations of Image Parameters

Defining RGB pixel value at (x,y) position on a frame f in given video file as
R(f,x,y), G(f,x,y) and B(f,x,y), each pixel values are converted to the HSV color
space as H(f,x,y), S(f,x,y) and V(f,x,y). Using these 6 pixel values, 6 image pa-
rameters excluding stereo parallax and cyclic pattern parameters are calculated
and they are converted 6 three-level acoustic parameters as follows.

(1) Color variation parameter
Compressing gradation level of R(f,x,y), G(f,x,y) and B(f,x,y) to 16 levels,

A number of RGB color variation included in frame f is counted, then an av-
erage color variation value of total frames is converted to an overtone acoustic
parameter. The maximum value of color variation image parameter is 4096, and
this value is converted to a three-level acoustic overtone parameter based on the
transform knowledge database.

(2) Frame change parameter
Calculating all of pixel value distance between R(f,x,y), G(f,x,y) and B(f,x,y)

in a frame f , and R(f-1,x,y), G(f-1,x,y) and B(f-1,x,y) in a previous frame f − 1
as follows.

D(x, y) =
√

Dr(x, y)2 + Dg(x, y)2 + Db(x, y)2. (11)

Here Dr(x, y) = R(f, x, y) − R(f − 1, x, y), Dg(x, y) = G(f, x, y) − G(f − 1, x, y)
and Db(x, y) = B(f, x, y) − B(f − 1, x, y). An average distance value of total
pixels in total frames is converted to a three-level acoustic tempo parameter.

(3) Hue, Saturation and Brightness parameters
Average pixel values of H(f,x,y), S(f,x,y) and V(f,x,y) of total pixels in total

frames are calculated. The average hue value, the average saturation value and
the average brightness value are converted to three-level acoustic pitch, notes
and harmony parameters, respectively.

(4) Contrast parameter
Finding both the maximum pixel value Vmax and the minimum pixel value

Vmin of brightness V(f,x,y) in a frame f , and a contrast value C is defined as
C = Vmax − Vmin. An average contrast value C of total frames is converted to a
three-level acoustic volume parameter.
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4.2 Calculations of Multiple Sets of Image Parameters

General video files are composed of a lot of different scenes, and providing a
single type of BGM audio stream to a single video file is not always appropriate.
Our proposing image analysis described before is executed on frame by frame
basis, and a set of image parameters for each frame is calculated. In the previous
section, we calculated average image parameter values of whole frames, moreover
we can divide a video file to several groups of frames and calculate several sets
of image parameters corresponding with divided groups. For dividing files, we
define slice levels for image parameter, and divide files where image parameter
difference values between nearest two frames are larger than the predefined slice
levels. If the image parameters in the frame K is prominently different from the
image parameters in the frame K+1, the video file is divided to two parts before
and after the frame K.

5 Experimental Results

We have developed a real-time BGM synthesizing software running on Microsoft
Windows PC based on Fig. 2, and have tried BGM synthesis experiments using
several around 20-second video clips as shown in Fig. 3. The used video files have
been selected from commercially available loyalty free video contents, “Pick-a-
Video Pro, DV format series,” produced by Ulead Systems. Each video clip has
been analyzed by the method described before at almost real time and 6 image

Fig. 3. Results of BGM Synthesis Experiments Using 20-second Video Clips
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parameters, whose range has from 0 to 255, have been calculated, and each
image parameter has been converted to three-step value of its corresponding
acoustic parameter. Then using sets of converted acoustic parameters, intelligent
retrieval processes have been executed, and several BGM matrix patterns have
been extracted, and in Fig. 3 only the top patterns of extracted candidate matrix
patterns for each video clip are shown. A set of BGM matrix pattern is composed
of 5-level of 5 values indicating waveform file selections for 5 tracks, as described
in Fig. 1.

6 Conclusions

We have proposed and developed a BGM automatic synthesizing software for
video clips, and have tried BGM synthesis experiments using several around
20-second video clips. The given video clips could be analyzed, and some BGM
audio streams could be automatically synthesized and be inserted to the given
video files. The inserted BGM audio streams for all of the given video clips have
been objectively acceptable.

In the future we will support multiple sets of image parameter analysis for a
single video file. We will develop a real-time audio content switching technique
for streaming video contents that scene changes in video stream can be detected
at real time and appropriate BGM audio streams can be smoothly selected and
switched.

This research work has been planned with Matrix Music Corporation, and
promoted by the Digital Content Association of Japan as the 2003-year gov-
ernment project “Development of Break Through Technologies on Broadband
Contents”, being also financially supported by the Economy, Trade and Industry
Japan. The author gives thanks for all of the persons concerned in this project
including the persons in Communication & Information Operation in our com-
pany and DNP Information Systems Co., Ltd.
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Abstract. In this paper, we propose a novel post-filtering algorithm
with low computational complexity that improves the visual quality of
block-based coded images using block boundary classification and simple
adaptive filter (SAF). In this algorithm, each block boundary is classi-
fied into smooth or complex sub-region, and the existence of blocking
artifacts is determined using blocky strength for smooth-smooth sub-
regions. Simple adaptive filtering is processed adaptively in each block
boundary. That is, a nonlinear 1-D 8-tap filter is applied to smooth-
smooth sub-regions with blocking artifacts, and for smooth-complex or
complex-smooth sub-regions, a nonlinear 1-D variant filter is applied to
block boundary pixels so as to reduce the blocking and ringing artifacts.
And for complex-complex sub-regions, a nonlinear 1-D 2-tap filter is only
applied to adjust two block boundary pixels so as to preserve the image
details. Experimental results show that the proposed algorithm produced
better results than those of the conventional algorithms both subjective
and objective viewpoints.

1 Introduction

Block DCT-based coding techniques have been adopted in many international
standards, including H.263+ [1] and MPEG-4 [2], [3]. However, such techniques
produce noticeable blocking artifacts along block boundaries and ringing arti-
facts or mosquito noise near edges in decompressed images at low bit rates, be-
cause the DCT coefficients in each block of an image are processed and quantized
independently [1]-[6]. Therefore an efficient deblocking and deringing scheme is
essential for preserving the visual quality of decompressed images.

A variety of post-filtering schemes for reducing the blocking and ringing ar-
tifacts have already been proposed to improve the visual quality of block-based
coded images in the decoder, such as adaptive filtering methods in the spatial
domain [1]–[3], the projections onto convex sets (POCS)-based method [4], es-
timating the lost DCT coefficients in the transform domain [5], and wavelet
transform-based method [6]. Among these algorithms, the spatial domain filter-
ing methods have the advantage of simplicity and easy hardware implementation
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[1]–[3]. In H.263+, the blocking artifacts are reduced using the loop filter and post
filter [1]. In MPEG-4 committee draft (CD), the blocking and ringing artifacts
are reduced using the verification model (VM) post filter, deblocking filter and
deringing filter [2], [3]. The MPEG-4 deblocking algorithm which operates in two
modes: DC offset mode for low activity blocks and default mode. Block activity
is determined according to the amount of changes in the pixels near the block
boundaries. All modes apply a 1-D filter in a separable way. The default mode
filter uses the DCT coefficients of the pixels being processed and the DC offset
mode uses a 1-D filter. Although this algorithm can conserve the complex regions,
it is unable to eliminate the blocking artifacts in complex regions efficiently.

Accordingly, this paper proposes a novel post-filtering algorithm to reduce the
blocking and ringing artifacts in low bit rate block-based coded images. The ma-
jor objective of our algorithm is to develop a post-filtering technique that is appli-
cable in a real-time decoding system. We attempt to find a good algorithm that
has a low computational complexity and good visual quality of decoded images.

In this algorithm, each block boundary is classified into smooth or com-
plex sub-region using the statistical characteristics of four pixels within a block
boundary and the existence of blocking artifacts in smooth-smooth sub-regions
is determined using blocky strength, the difference between two pixels within a
block boundary. And simple adaptive filtering is processed in each block bound-
ary adaptively, that is, a nonlinear 1-D 8-tap filter is applied to smooth-smooth
sub-regions, and for smooth-complex or complex-smooth sub-regions, a nonlinear
1-D variant filter is applied to four block boundary pixels in smooth sub-region
and block boundary pixel only in complex sub-region so as to reduce the block-
ing and ringing artifacts simultaneously. And for complex-complex sub-regions,
a nonlinear 1-D 2-tap filter is only applied to adjust two block boundary pixels
so as to reduce the blocking artifacts and preserve the image details.

Experimental results show that the proposed algorithm improved the PSNR
and visual quality of MPEG-4 decoded sequences, and produced better results
than those of the conventional algorithms.

2 Proposed Post-filtering Algorithm

2.1 Detection of Blocking Artifacts and Block Boundary
Classification

In this algorithm, as shown in Fig. 1, each block boundary is classified into
smooth or complex sub-region using the statistical characteristics of four pixels
within a block boundary as follows:

if (varn < Ts) smooth sub-region
else complex sub-region

where, varn is the local variances of four pixels in each block boundary, n=1, 2,
Ts = 0.5×QP, and QP is a quantization parameter. And each block boundary is
classified into smooth-smooth sub-regions, smooth-complex or complex-smooth
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Fig. 1. The eight pixels used for block boundary classification and smooth-smooth
sub-region filtering

sub-regions, and complex-complex sub-regions. In case of smooth-smooth sub-
regions, there exist the regions those are not existed the blocking artifacts, so the
existence of blocking artifacts is detected and then adaptive filtering is processed
to reduce the computational complexity. So we use the blocky strength Bs, the
difference between two pixels within a block boundary, to detect the blocking
artifacts, that is,

if (|Bs| ≥ Tm) blocking artifacts are existed
else blocking artifacts are not existed

where, Bs = p3 - p4 and Tm = 3. The threshold Tm is determined using Weber’s
law [7] as shown in Fig. 2. Weber’s law states that the ratio of the increment
threshold to the background intensity is a constant in 10 ∼ 103 cd/m2 intensity
range. That is,

ΔL/L ≈ 0.02 . (1)

So the threshold Tm is determined considering the intensity variation of mid-
range intensity 127 in 8 bits image (that is, 127×0.02≈3) and filtering complexity.

2.2 Adaptive Block Boundary Filtering

Based on the above classification scheme, a novel post-filtering method using
spatial adaptive filter is proposed. Because human visual system (HVS) is sen-
sitive to the blocking artifacts in smooth region more than complex region, the
proposed method processed adaptively using three different filter, a nonlinear
1-D 8-tap filter, a nonlinear 1-D variant filter, and a nonlinear 1-D 2-tap filter.
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(a) (b)

Fig. 2. (a) Experimental environment and (b) the resulted characteristic curve of the
Weber’s law

Table 1. The relationship between quantization parameter QP and Tc

For smooth-smooth sub-regions with the blocking artifacts, 1-D 8-tap spatial
adaptive filter is used to process the block boundary as shown in Fig. 1. The
outputs of the deblocking filter are formed as

p̂n = pn + sign(Bs)
Bs

αn
, n = 0, 1, · · · , 7 (2)

where, αn = {8, 6, 3, 2,−2,−3,−6,−8}. In smooth-smooth sub-regions, the
blocking artifacts seem a step-wise function, so the blocking artifacts can be
reduced by above simple scheme.

And for smooth-complex or complex-smooth sub-regions, a nonlinear 1-D
variant filter is applied to four block boundary pixels in smooth sub-region and
block boundary pixel only in complex sub-region so as to reduce the blocking
and ringing artifacts simultaneously. The proposed method is filtered adaptively
by using blocky strength Bs and QP. The relationship QP and threshold value Tc

is given in Table 1. And the outputs of the filter in smooth-complex sub-regions
are formed as

i) |Bs| ≤ 2 × QP

p̂3 = p3 + sign(Bs)
Bs

K
(3)

p̂4 = p4 − sign(Bs)
Bs

K
(4)

ii) |Bs| > 2 × QP
no filtering
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(a)

(b)

Fig. 3. Sequences with CIF decoded by MPEG-4 and results of block boundary clas-
sification for each sequence: (a) Hall monitor (QP=12); (b) Foreman (QP=30)

where, K = 4. But if above scheme is applied to all block boundary pixels, the
blocking artifacts are occurred in the inner parts of the block and the image is
over-smoothed. So we process the following step.

Δpn =
1
2

[clip(pn − pn−1) + clip(pn − pn+1)] , n = 3, 4 (5)

p̂n = pn − Δpn, n = 3, 4 . (6)

Here, clip(x) is as follows:

clip(x) =

⎧⎨⎩
−Tc, x < −Tc

x , |x| ≤ Tc

Tc, x > Tc .
(7)

The clip(·) process is used to prevent the over-smoothing. And the pixels p0, p1,
and p2 in smooth sub-region are processed in the same way as the above scheme.
And for complex-smooth sub-regions, the pixels p3, p4, p5, p6, and p7 are pro-
cessed in the same way as the above scheme.

And for complex-complex sub-regions, a nonlinear 1-D 2-tap filter is only
applied to adjust two block boundary pixels p3 and p4 so as to reduce the blocking
artifacts and preserve the image details. The processing method are similar to
above method, but the value K = 8. After the horizontal block boundary is
processed, the vertical block boundary is processed in the same way as the
horizontal block boundary.
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Table 2. Experimental results for MPEG-4 decoded sequences

3 Experimental Results

To evaluate the performance of the proposed algorithm, computer simulations
were performed using MPEG-4 VM 18.0 low bit rate video coder [2]. Each video
sequence is QCIF (176×144) or CIF (352×288) in size, 300 frames, and com-
pressed at various bit rates.

The proposed block boundary classification method classifies efficiently for
various bit rates decoded images. Figure 3 shows that the results of the proposed
block boundary classification method.

To compare the proposed algorithm with MPEG-4 VM-18 post filter [2], the
PSNR performances are presented in Table 2 and Fig. 4. In Table 2, the proposed
algorithm produced the maximum 0.37 PSNR improvement than those of VM-
18 post filter. And in Fig. 4, the proposed algorithm produces better result than
the performances of the VM-18 post filter for all frames. Coastguard sequence
decoded by MPEG-4 with 112 kbps, 15 Hz, QP=29, and the post-processed
sequences are shown in Fig. 5. The proposed algorithm effectively reduced the
blocking artifacts and preserved the original high-frequency components, such as
edges. But, VM-18 post filter reduced the blocking artifacts in smooth regions,
but the blocking artifacts in complex regions are still remained.
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Fig. 4. Experimental results by VM-18 post filter and proposed post filter method for
Hall monitor sequence decoded by MPEG-4 with CIF, 48 kbps, 7.5 Hz frame rate,
QP=12

(a) (b)

(c) (d)

Fig. 5. (a) The Coastguard sequence decoded by MPEG-4 with 112 kbps, 15 Hz,
QP=29, and post-processed sequences by (b) VM-18 deblocking filter method, (c)
VM-18 deblocking and deringing filter method, and (d) proposed SAF method
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4 Conclusions

We propose a novel post-filtering algorithm with low computational complex-
ity that improves the visual quality of decoded images using block boundary
classification and simple adaptive filter. In this algorithm, each block boundary
is classified into smooth or complex sub-region and the existence of blocking
artifacts in smooth-smooth sub-regions is determined. And simple adaptive fil-
tering is processed in each block boundary adaptively, that is, a nonlinear 1-D
8-tap filter is applied to smooth-smooth sub-regions, and for smooth-complex
or complex-smooth sub-regions, a nonlinear 1-D variant filter is applied to four
block boundary pixels in smooth sub-region and block boundary pixel only in
complex sub-region. And for complex-complex sub-regions, a nonlinear 1-D 2-
tap filter is only applied to adjust two block boundary pixels so as to reduce
the blocking artifacts and preserve the image details. Experimental results show
that the proposed algorithm produced the maximum 0.37 PSNR improvement
than those of conventional algorithms and subjective quality is better than those
of the conventional algorithms, especially the complex regions.
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Abstract. We have studied a coding method to provide a different type
of distortion from in the images of the base layer using a scalable coding
scheme. Conventionally for the enhancement layer in the scalable video
coding scheme, quantization in transformed domain on the residual cod-
ing reduces much high frequency information of images. The decoded
images are basically blurred, i.e. it lacks detail information. This pa-
per proposes a novel residual coding method to add detail information
upon the decoded images of the base layer. The proposed method uses
the BPQ, which is one of non-linear scalar quantization methods and
which represents more efficiently the feature of detail information than
a quantization method in DCT domain. And the proposed method uses
the appropriate entropy coding method for the q uantized values. The
proposed entropy coding uses the lossless coding method extended f rom
the H.264/AVC.

1 Introduction

Scalable video coding is highly expected for video communication or distribu-
tion service over various transmission QoS networks such as the Internet. Ba-
sically, coding efficiency of the scalable coding method is worse than that of
rate-distortion optimized single layer coding method. Because of this fact, we
have studied a scalable video coding from another viewpoint. Objective of our
study is to provide a different type of distortion from in the images of the base
layer using a scalable coding scheme. In this paper, we propose a coding method
of the enhancement layer, which does not use DCT, for the purpose of efficiently
coding high frequency of the images.

MPEG-4 Simple Scalable Tool and MPEG-4 FGS are SNR scalable coding
methods of the enhancement layer. Especially FGS provides fine grain SNR
scalability. These use DCT to encode the residual data of the enhancement layer.
In the coding scheme using DCT, high frequency coefficients in DCT domain are
usually cut off by non-linear quantization for the purpose of improving coding
efficiency. This method successfully decreases the average of differences of the
original images and the decoded images, but the decoded images are blurred,
because high frequency of images that is detail information of images is reduced.
The same problem exists for the base layer when the quantization in transform

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 607–614, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



608 H. Kimata et al.

domain is used. For instance, H.264/AVC uses DCT to encode the residual data
in prediction coding. In addition, to reduce the quantization noise, the deblocking
filter is applied. This filtering reduces the high frequency information more, so
the decoded images are more blurred.

Quantization in pixel domain is one solution to encode high frequency infor-
mation efficiently more than quantization in DCT domain. A scalar quantization
can improve detail information at pixel level. In the simple scalar quantization,
because the value is just scaled by the preset parameter, the quantized values
are not highly correlated among adjacent pixels, therefore coding efficiency of
entropy coding of the quantized values is low. Another approach is generating
missing high frequency information at the decoder. In [1], the decoder receives
the edge position information coded with MPEG-4 binary shape coding, and
it generates high frequency information at the edge positions by enhancing the
contrast. However, these methods are not enough to generate high frequency
information because additionally transmitted data is only binary information.

In this paper, we propose a residual coding method of the enhancement
layer. The proposed method uses a novel non-linear quantization method in pixel
domain, bit position quantization (BPQ). The BPQ is developed for representing
detail information more efficiently than the quantization in DCT domain in the
same distortion (PSNR) level. Differently from the normal scalar quantization in
pixel domain, the BPQ outputs the data that express the significant bit position
of residual data in the range of predetermined positions. Because the significant
bit represents the magnitude of the residual data well, the BPQ improves coding
efficiency more than the normal scalar quantization. We also propose the efficient
entropy coding methods of the BPQ data.

2 Bit Position Quantization

The BPQ treats residual data as an input data. The block diagram of coding
residual data applying the BPQ is illustrated in Figure 1. The residual data is
quantized based on the bit position of itself with the BPQ When 8 bit original
image is coded in the base layer, the residual data is in the range of +/- 255,
which is represented by the 8 bit for the absolute number and 1 bit for sign
information. The most significant bit position of ”1” in the absolute number
with sign information is the output of the BPQ. And we preset the range of
bit position to be coded, as the quantization parameter. Flow of the BPQ is
as follows. The absolute number is clipped to 2n, where ”n” is equal or greater
than zero. The bit position ”bp” is measured from LSB, and then it is equal
to (n+1). For instance, if the residual data is -36 in decimal, the binary of the
absolute number is 100100. Then the BPQ outputs the value of 6 with negative
sign information. In this paper, ”n min” denotes the minimum value of ”bp” for
negative sign and ”p min” denotes the minimum value of ”bp” for positive sign,
which are preset range of bit position as quantization parameter.

And the decoder side, inverse BPQ is applied. In the inverse BPQ, the median
absolute number ”msn” and sign information are obtained from the decoded bit
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Fig. 1. Block diagram of coding of the residual data

position ”m”. The ”msn” is the median value of the maximum and the minimum
value with the same most significant bit position of ”1”. The ”msn” is added to
base images and decoded images are obtained. The value of ”msn” is as follows.

msn = (2m−1 + 2m − 1)/2 (1)

3 Coding Method of BPQ Data

3.1 Translation of BPQ Data

The outputs of the BPQ are the bit position of the median absolute number and
sign information. The value of ”bp” and sign are translated into one symbol ”ts”
per a pixel. In the proposed translation method, ”ts” is calculated by,

ts = 0 for bp < m1 and s > 0 (that is bp = 0)
ts = bp − m1 + 1 for m1 <= bp < m2 and s > 0
ts = 2(bp − m2) + (m2 − m1) + E(s < 0) for others ,

(2)

where ”s” is calculated by the following.

s = sign(n min − p min) (3)

When n min > p min, ”m1” and ”m2” are set to m1 = p min and m2 = n min,
otherwise set to m1 = n min and m2 = p min. E(s < 0) is set to 1 when s < 0,
otherwise it is set to zero. Since LSB bits represent small difference from base
images to original images, the value of ”bp” corresponding to LSB bits should be
translated into small number of symbol ”ts”. The proposed translation method
is called LC that means LSB centric method, in this paper.

For comparison discussed in the later section 4, one compared method is
explained here. ”ts” is calculated as the following. This compared method is
called MC that means MSB centric method, in this paper

ts = 0 for bp < n min (that is bp = 0)
ts = 1 − n min + bp for bp >= n min and sign > 0
ts = 17 − n min − bp for bp >= n min and sign < 0

(4)
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3.2 Entropy Coding of BPQ Data

After translation, entropy coding of ”ts” is applied. Since ”ts” is translated
into per a pixel, two-dimensional array of ”ts” is available for an image. Lossless
coding method for two-dimensional images is possible to be applied for such data.
We adopted the method that was proposed as extension of H.264/AVC [2]. In
this paper we call this method AVC-LS. In AVC-LS, the encoder bypasses DCT
and deblocking filter in the coding loop. AVC-LS has the same functionalities
for predictive coding, such as intra prediction and reference picture selection
methods. When the base layer is coded by H.264/AVC, both an encoder and a
decoder are developed as an extension of H.264/AVC. Figure 2 illustrates the
encoder structure of the extension of H.264/AVC. Basically two categories of
reference picture memory are equipped, and one of memories is selected for the
corresponding layer.

4 Evaluation

4.1 Comparison of BPQ and DCT

The effectiveness of the BPQ was evaluated in terms of PSNR and subjective
quality compared with DCT based layered coding method. In this experiment,
only luminance information is coded for the enhancement layer and compared
as we set the assumption that chrominance information is sufficient in the base
images. In the DCT based layered coding method, only luminance information of
residual data is coded with P-picture coding type of H.264/AVC, where base im-
ages are applied as reference pic-tures. Table 1 lists the coding conditions of the
base images that are coded with H.264/AVC and those of the BPQ that are coded
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Table 1. Test conditions

Entropy coding CABAC
Common conditions Framerate 30 fps

to H.264/AVC, Motion Compensation accuracy 1/4
and AVC-LS Optimization

Mode decision with Lagrangian
Only to H.264/AVC QP 32, 28, 24

Test sequence cheer leader, coast, mobile, tempete (CIF, 150 frames)
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Fig. 3. PSNR of the BPQ and DCT methods

with AVC-LS, and it lists the test sequences. Three patterns of range of bit po-
sition ”bp”, i.e. quantization parameters for the BPQ were experimented, which
are R1 : bp = 8, 7, 6, 5(sign > 0), 8, 7, 6(sign < 0), R2 : bp = 8, 7, 6, 5(sign >
0), 8, 7, 6, 5(sign < 0), R3 : bp = 8, 7, 6, 5, 4(sign > 0), 8, 7, 6, 5(sign < 0). The
bitrate of the residual data increases as the pattern of BPQ is changed from R1
to R3. The applied translation method is LC, and entropy coding of BPQ data is
AVC-LS adaptive method. AVC-A denotes this AVC-LS adaptive method. AVC-
I denotes all the pictures of residual data are coded with AVC-LS I-picture, and
AVC-P1 denotes all the pictures except the first picture are coded with AVC-LS
P-picture with a single reference picture, and AVC-P5 denotes all the pictures
except the first picture are coded with AVC-LS P-picture with 5 reference pic-
tures. In AVC-A, prediction type of picture is adaptively selected from I-picture,
P-picture with a single reference picture, or P-picture with 5 reference pictures.
Figure 3 shows the luminance PSNR at various bitrates for ”cheer leader”.
BPQ(Qx) denotes the data with the BPQ method and DCT (Qx) denotes the
data with the DCT method, when QP of the base images is set to x. We can see
that coding efficiency of the BPQ and the DCT are worse than the base layer
with smaller QP. And we can also see that PSNR of the BPQ method is worse
than that of the DCT method, however the difference is smaller when bit rate
of the base layer increases. This is because transform coding compacts energy of
images more than pixel based coding. Figure 4 shows a part of a decoded image,
pointed out by bold black circles illustrated in Figure 3. We can see detail infor-



612 H. Kimata et al.

(a) Image by the BPQ (b) Image by the DCT

Fig. 4. Decoded images of the BPQ and DCT methods
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Fig. 5. PSNR of the BPQ and SQ methods

mation, such as the granularity for the grass and the sharpness of the edge for
boots, is much more improved, in the image by the BPQ method than the DCT
method from the base image, whereas PSNR of the BPQ is almost the same as
the DCT. We can conclude the proposed method has different type of distortion
feature, which provides better subjective quality than the conventional DCT
based method.

4.2 BPQ and Simple Scalar Quantization

The BPQ is compared with the simple scalar quantization (SQ) in terms of
PSNR. In the simple scalar quantization, the quantized value ”sq” is calculated
in the encoder side from the residual data ”res” in the enhancement layer as
follows.

sq = (res + 127)/scale + 1 for res >= −127
sq = 0 for res < −127 (5)
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Figure 5 shows the PSNR of the BPQ and the SQ. We can see that coding
efficiency of the BPQ is much better than that of the SQ. This is because in the
BPQ the larger difference has priority over the lower one to be output.

4.3 Comparison with Other Translation and Entropy Coding
Methods

Table 2 lists the average number of bits for the BPQ data. Qx Rz denotes the
data with the BPQ method whose quantization parameter is Rz, when QP of the
base images is set to x. The number from other translation method and entropy
coding methods are also listed. JPEG-LS was also applied for entropy coding for
comparison with AVC based methods. We can see that the translation method
LC is always better than MC, and AVC-A achieves the best coding efficiency in
most cases except the case of the quantization parameter of the base images is
28 and that of the BPQ is R1. From this result, we understand that the efficient
translation method and efficient entropy coding method of the BPQ are quite
essential for improving coding efficiency.

Table 2. Average number of bits for the BPQ data for other translations (x10−5 bpp)

Translation JPEG-LS AVC-I AVC-P1 AVC-P5 AVC-A
Q28 R1 LC 3.27 3.37 3.31 3.42 3.27

MC 4.34 4.6 4.92 4.77 4.58
Q32 R1 LC 16.14 14.3 14.36 14.55 13.92

MC 25.65 22.7 21.01 19.89 19.88
Q28 R3 LC 43.8 37.04 37.62 36.37 36.09

MC 82.99 71.02 57.72 54.57 54.57
Q32 R3 LC 90.81 77.91 72.93 70.56 70.35

MC 166.45 144.62 113.1 107.38 107.38

4.4 Comparison with Other Motion Compensation Accuracy for
BPQ

Table 3 lists the average number of bits for the BPQ data by several motion
compensation methods of the enhancement layer. Other coding process is the
same as AVC-A. AVC-A4 uses 1/4 pel MC, which is the same as AVC-A. And
AVC-A2 and AVC-A2+ use 1/2 pel MC. The difference of AVC-A2 and AVC-
A2+ is the filtering coefficients for generating images at half pel positions. AVC-
A2 uses the same coefficients as used for H.264/AVC, and AVC-A2+ uses the

Table 3. Average number of bits for the BPQ data for other mc accuracy (x10−5 bpp)

AVC-A4 AVC-A2 AVC-A2+ AVC-A1 AVC-AA
R2 28.42 27.86 27.86 27.86 27.78
R3 70.35 70.46 70.57 70.64 69.77
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same coefficients as used for MPEG-2. AVC-A1 uses integer pel MC. In AVC-
AA, type of MC is adaptively selected from AVC-A4, AVC-A2, AVC-A2+, or
AVC-A1. Note that when the accuracy of motion is increased, the number of bits
for motion vector is generally increased. These results are when the translation
method is LC and the quantization parameter of the base layer is 32. We can
see that the better type of motion compensation is changed for the range of bit
positions of the BPQ, and AVC-AA achieves almost 1-2% bit-rate reduction from
AVC-A4. From this result, we understand that the efficient motion compensation
method for the BPQ is also essential for improving coding efficiency.

5 Summary

We propose a novel residual coding method in the enhancement layer for scalable
video coding. The proposed method uses the bit position quantization (BPQ).
The BPQ is developed for representing detail information more efficiently than
the quantization in DCT domain. We demonstrate that the BPQ improves more
detail information subjectively than the DCT based layered coding, whereas
PSNR is almost the same. And we show that LSB centric translation method
and AVC based lossless coding method achieve high coding efficiency of the BPQ
data. The future works in this study are more efficient entropy coding method
for the BPQ data and more effective way of generating the lost high frequency
information.
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Abstract. This paper presents a fast full search algorithm for motion
estimation. The proposed method is an extended version of the rate con-
strained successive elimination algorithm (RSEA) for multiple reference
frame applications. We will show that motion estimation for the refer-
ence images temporally preceding the first reference image can be less
intensive in computation compared with that for the first reference im-
age. For computational reduction, we will drive a new condition to lead
the smaller number of candidate blocks for the best matched block. Sim-
ulation results explain that our method reduces computation complexity
although it has the same quality as RSEA.

1 Introduction

Motion estimation (ME) have been widely adopted in video systems, since ME
is very effective to exploit temporal redundancy of video signals. There is still a
lot of need for the methods that can find out motion vectors more accurately and
faster. Of ME algorithms, full search algorithm (FSA) yields the optimal motion
vectors but requires much computation. To relieve the computational problem,
there have been many algorithms such as 2-D logarithmic search algorithm, three
step search algorithm, conjugate direct search algorithm, cross search algorithm,
four step search algorithm, and diamond search algorithm [1,2,3,4].

Meanwhile, there have been some works to speed up FSA itself without
deterioration of the motion estimation error of FSA. The representative works
were PDE (partial difference elimination algorithm), SEA (successive elimination
algorithm), MSEA (multi-level SEA) and so on. Among them, we would like to
pay attention to SEA where a test is performed for whether a search point can

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 615–621, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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be or not a candidate of the optimal vector and thereafter the search points
that fail in the test are excluded from the set of candidates for the optimal
vector and they are not proceeded further [5]. MSEA can be considered as a
generalized version of SEA [7][8]. It hierarchically applies the test done in SEA,
varying the resolution of blocks from low resolution to high resolution. And a
rate-constrained SEA algorithm was introduced in [6] where the cost function
considers both of the sum of absolute difference (SAD) and the number of bits
used in motion vectors.

In this paper, we introduce a new method of SEA effectively applicable to
multi-reference frame applications such as H.264 [9]. Our method is not for the
immediately previous image of a current image, namely the first reference image,
but for the other reference images, namely second reference image, third one, and
so on. We show that the computation complexity for motion estimation process
for the reference images following the first reference image can be reduced using
the relation between the first reference image and the other reference images.

2 Background

Prior to explaining our method, we need to introduce a conventional fast al-
gorithm, SEA, for motion estimation. We consider that the size of a block is
N × N , the size of the search window is (2M + 1) × (2M + 1), and f(p, q, t)
represents the pixel value at position (p, q) in frame t. Then a block is expressed
by As described in [5], the constraint in SEA for relieving the search process is
as follows:

||M| − |R|| ≤ SAD(m, n), (1)

where R and M denote the N2 dimensional column vectors corresponding to a
current block and a reference block, whose elements are riN+j = f(p+ i, q + j, t)
for 0 ≤ i, j < N and with element miN+j = f(p + i − x, q + j − y, t − 1) for
0 ≤ i, j < N and −M < x, y < M , respectively, and | · | is the sum norm of a
vector, for instance,

|R| =
N−1∑
i=0

N−1∑
j=0

|f(p + i, q + j, t)|, (2)

and
SAD(m, n) = |R − Ot−1|, (3)

where Ot−1 is the N2 dimensional column vector with element oiN+j = f(p+i−
m, q+j−n, t−1). Assuming we have obtained SAD(m, n) for an initial matching
candidate block with the motion vector (m, n), Eq.(1) must be satisfied in order
that (x, y) is a better matching candidate. Here is the idea of SEA, which is to
perform the search process only on those blocks whose sum norms satisfy Eq. (1).

So far we described the fast algorithm considering only distortion regardless
of the rate. However, we can minimize the distortion for a given rate constraint.
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To do end, in [6], a new cost function is defined with the Lagrangian multiplier
as follows:

J(x, y, λ) = SAD(x, y) + λr(x, y) (4)

where λ is the Lagrange multiplier, and (x, y) and r(x, y) are a motion vector
and the number of bits associated to the vector. Using the cost function, the
condition of Eq. (1) is updated as

||M| − |R|| + λr(p, q) ≤ SAD(m, n) + λr(m, n) (5)

3 Proposed Method

3.1 Algorithm Description

In this section, as in the rate constrained SEA [6], which is called RSEA, we
will drive an additional inequality to constrain the search process while pre-
serving the optimal motion vector and then describe our algorithm. Since the
multiple reference frame approach has been employed by video systems such as
H.264 [9], motion estimation methods need to be efficiently extended instead of a
straightforward extension. Thus, we introduce a computationally efficient exten-
sion of RSEA for two or more reference frames. For simplicity, only two reference
frames will be considered. Employing the notation in the previous section, we
define a block located at (x, y) in frame t−2 as a column vector P with element
piN+j = f(p + i − x, q + j − y, t − 2) for 0 ≤ i, j < N . Then the constraint on
the search process for frame t − 2 will be derived, while the constraint on frame
t − 1 will follow RSEA.

Prior to explaining the proposed method, we consider the following straight-
forward implementation of motion estimation for two reference frame: (1) apply
RSEA to frame t − 1, and obtain the optimal motion vector (m∗, n∗) for the
frame, and (2) in the same manner, apply it to frame t−2, using J(m∗, n∗, λ) as
an initial minimum cost of the search process for the frame t− 2. This approach
will be called RSEA2 for use in the next section. For convenience of explanation,
we assume that the Lagrangian multiplier is given as in R-D optimization of [9]

From Minkowski’s inequality, ||A| − |B|| ≤ |A − B|, we have

||P − M| − |M − R|| ≤ |P − R|, (6)

where |P−R| corresponds to the SAD between a current block in frame t and a
reference block with displacement of (x, y) in frame t − 2. Like the derivation in
RSEA, let’s assume we have obtained J2(m, n) for an initial matching candidate
block with the motion vector (m, n) which is newly defined considering both of
reference frames, i.e.,

J2(m, n) = min{|R − Ot−2| + λr(m, n, t − 2), SAD(m∗, n∗) + λr(m∗, n∗, t − 1)}
(7)

For a current position (x, y) to be better matching candidate, the following
has to be satisfied,

|P − R| + λr(x, y, t − 2) ≤ J2(m, n). (8)
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Then,
||P − M| − |M − R|| + λr(x, y, t − 2) ≤ J2(m, n). (9)

This is the main result proposed in this paper. |M − R| corresponds to the
SAD between the current block, R, and the reference block, M, indicated by
the motion vector (x, y). And |P − M| is the SAD between the blocks, P and
M, located at the same position (p + i − x, q + j − y) in two reference frames at
t − 1 and t − 2.

Reminding of the procedure of RSEA2, in step (1), if the inequality in Eq.
(1) is satisfied, |M − R| is computed because the vector is a candidate of the
optimal vector. In this case, if |P − M| is available by some means, the details
of which will be given later, the inequality in Eq. (1) for frame t-2 as well as the
inequality in Eq. (9) can be used to constrain the search process for P. This is
our key idea where the SAD between the blocks in frame t and frame t − 1 is
used to eliminate the search process for the next previous frame t− 2, providing
step (2) with another additional inequality, Eq. (9). On the other hand, if the
inequality in Eq. (1) is not satisfied in step (1), our method will be not applied
because |M − R| should be additionally calculated which is not on the ordinary
process of SEA and RSEA.

Finally, Fig. 1 shows the pseudo-code of our method. It should be noted
that our method has computational gain as much as the condition at line 13
is satisfied. That is, the search process for frame t − 1(line 2 to line 10) is the
same as the conventional RSEA, but the one for frame t−2(line 11 to line 20) is
different. Thus, we have gain in the search process for frame t − 2. For instance,
assume that the condition at line 2 is not satisfied with about 70 percent of
blocks and the condition at line 13 is satisfied with half of those blocks. Then,
we can save the computation of about 35 percent, 0.7 × 0.5 = 0.35, in frame
t− 2. Conclusively, we have gain in the search process for frame t− 2 depending
on the conditions in Eq. (1) and Eq. (9).

3.2 Fast Computation of |P − M|
P and M are associated to blocks located at the same position but in different
frames t − 1 and t − 2. Thus, |P − M| is the SAD between those blocks. To
develop its fast computation, suppose that the size of an image is W × H and
the representation of the column vectors, P and M, is generalized to Pp,q and
Mp,q, where Pi,j = {f(p + i, q + j, t − 2), 0 ≤ i, j < N} and Mi,j = {f(p + i, q +
j, t − 1), 0 ≤ i, j < N}. Then the computation takes two following steps.

(1) For the whole frames, obtain the absolute difference frame, d(p, q) =
|f(p, q, t − 1) − f(p, q, t − 2)|. This requires W × H sum operations and
W × H absolute operations, or N2 sum and absolute operations for each
block.

(2) In this step, we assume to adopt the unrestricted motion estimation scheme,
which removes the need of extraordinary treatment for the blocks near pic-
ture boundaries. Then, compute |Pp+1,q −Mp+1,q|, using |Pp,q −Mp,q| that
have been calculated for the immediately previous search point. |Pp+1,q −
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Mp+1,q| requires only 2N sum operations for 2N pixels newly come in Pp+1,q

and Mp+1,q, and 2N subtraction operations for 2N pixels gone out from Pp,q

and Mp,q.

Assuming absolute operation being equivalent to sum operation, on average,
the computation overhead for each block OH is

OH = 2N2 + 4N, (10)

where 2N2 and 4N are from step (1) and (2), respectively. Considering block
matching at each search point that takes N2 operations, the computation over-
head corresponds to only about two search operations for a large value of N .

1 M R available = 0; // flag for check if |M − R| is available
2 if(||M| − |R|| > J2(m, n)) continue;
3 else{
4 Jt−1 = |M − R| + λr(x, y, t − 1);
5 M R available = 1;
6 if(Jt−1 < J2(m, n)){
7 J2(m, n) = Jt−1;
8 (m, n) = (x, y); // update the candidate vector
9 Ref index = 0; // update the reference frame index
10 }}
11 if(||P| − |R|| + λr(x, y, t − 2) > J2(m, n)) continue;
12 else{
13 if(M R available &&||P − R| − |M − R|| + λr(x, y, t − 2) > J2(m, n))

continue;
14 else{
15 Jt−2 = |P − R| + +λr(x, y, t − 2);
16 if(Jt−2 < J2(m, n)){
17 J2(m, n) = Jt−2;
18 (m, n) = (x, y);
19 Ref index = 1;
20 }}}

Fig. 1. Pseudo-code of the proposed method

4 Experimental Results

Our algorithm is compared with RSEA2 which is a straightforward extension
of RSEA for multiple reference applications. In the experiments, we used seven
image sequences with CIF at 30Hz, each of which consists of 100 frames. The
block size and the search range are 16 × 16 and ±15, respectively. The number
of the reference frames is selected as 2. Adopting the Lagrangian multiplier used
in the R-D optimization procedure in H.264, the results of the proposed method
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Table 1. Performance of the proposed method and RSEA2

λ = Image ANSP ANSPt−1 ANSPt−2 PSNR√
0.85 ∗ 2qp/3 of FSA SEA2 Proposed

Coastguard 961 429.6 423.0 122.7 30.41
Container 961 223.1 221.3 31.4 38.35
Foreman 961 188.8 179.0 98.3 33.95

λ = 0 Mobile 961 335.1 334.0 46.6 25.95
Mot & Dau 961 231.6 229.0 141.4 40.50

Stefan 961 322.9 311.5 174.6 26.73
Table tennis 961 469.9 458.5 280.3 30.66
Coastguard 961 416.4 408.3 113.1 30.41
Container 961 190.6 185.1 24.7 38.35
Foreman 961 173.4 161.5 85.0 33.92√

0.85 ∗ 210/3 Mobile 961 325.0 322.6 43.0 25.95
Mot & Dau 961 206.0 199.7 123.6 40.47

Stefan 961 307.7 294.5 160.9 26.73
Table tennis 961 448.7 434.8 263.1 30.65
Coastguard 961 384.8 373.1 95.5 30.40
Container 961 108.8 94.2 9.1 38.34
Foreman 961 126.5 111.2 51.7 33.83√

0.85 ∗ 220/3 Mobile 961 301.4 296.5 37.2 25.94
Mot & Dau 961 114.9 96.8 49.7 40.39

Stefan 961 271.9 254.7 139.3 26.72
Table tennis 961 393.8 372.9 220.1 30.61

and RSEA2 are shown in Table 1, where ANSPt−1 and ANSPt−2 stand for the
average number of search positions per block in the reference frame t − 1 and
t−2, respectively, and ’Mot & Dau’ in the column of ’Image’ means mother and
daughter image sequence. Since two methods have the same complexity of motion
estimation for frame t−1, we should focus on the complexity for frame t−2. For
comparison, therefore, the column of ANSPt−2 has two entries of the proposed
method and RSEA2. In ANSPt−2, our method saves the computation of 39% to
86% compared with RSEA2. It is interesting that our method is most effective for
Container and Mobile sequences which have quite different characteristics. The
ANSP for our method should include the block overhead computation. However,
since the overhead amounts to just about 2 search points, it can be ignored
in consideration of the quantities shown in Table 1. Meanwhile, we can note
that ANSP is decreasing as increasing of λ, which means that overhead of our
algorithm increases relatively. Thus, our method may be more effective for the
case of a small quantization parameter.

5 Conclusion

We proposed a computationally effective extension of SEA for multi-reference
frames considering the rate. It saves a considerable amount of computations in
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motion estimation for the reference frame temporally preceding the first reference
frame, while it preserves the same estimation accuracy as FSA. It was realized
by adding a new inequality to the inequality of RSEA. Though we dealt with
the case of considering two reference frames, it can be easily generalized to the
case of more than two reference frames.
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Abstract. The layered depth image (LDI) is a popular approach
to represent three-dimensional objects with complex geometry for
image-based rendering (IBR). LDI contains several attribute values
together with multiple layers at each pixel location. In this paper, we
propose an efficient preprocessing algorithm to compress depth and
color information of LDI. Considering each depth value as a point in
the two-dimensional space, we compute the minimum distance between
a straight line passing through the previous two values and the current
depth value. Finally, the current attribute value is replaced by the
minimum distance. The proposed algorithm reduces the variance of
the depth information; therefore, it improves the transform and coding
efficiency.

Keywords: Layered depth image, coding, image-based rendering

1 Introduction

Since there have been researches on geometry-based rendering methods, lots
of useful modeling and rendering techniques have been developed. However,
geometry-based rendering requires elaborate modeling and long processing time.
As an attractive alternative to overcome these problems, image-based rendering
(IBR) techniques have received much attention. They use two-dimensional (2-D)
images as primitives to generate an arbitrary view of the three-dimensional (3-D)
scene. IBR techniques require proper computational resources and do not bother
from the complexity of 3-D objects in the scene. In addition, it is much easier to
acquire a photo or a picture than complex 3-D models of the scene. In spite of
these benefits, the amount of data generated from IBR is very huge. Therefore,
coding of IBR data is one of the main requirements of IBR techniques.

Various IBR techniques can be classified into three categories based on how
much geometry information is used [1], [2]: rendering with no geometry; render-
ing with implicit geometry; and rendering with explicit geometry. Among the
variety of methods, a layered depth image (LDI) [3] is one of the efficient ren-
dering methods for 3-D objects with complex geometries. LDI is contained in
rendering with explicit geometry. It represents the current scene using an array
of pixels viewed from a single camera location. However, LDI pixel contains not
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just color values, but also several other attribute values. It consists of color in-
formation, depth between the camera and the pixel, and other attributes that
support rendering of LDI. Three key characteristics of LDI are: (1)it contains
multiple layers at each pixel location, (2)the distribution of pixels in the back
layer is sparse, and (3)each pixel has multiple attribute values. Because of these
special features, LDI enables us to render of arbitrary views of the scene at new
camera positions. Moreover, the rendering operation can be performed quickly
with the list-priority algorithm proposed by McMillan [4].

Despite of these benefits, a high resolution LDI contains a huge amount of
data [5]. Fig. 1 shows an example. The Cathedral scene occupies 14.1 megabytes
(MB), and Stream contains 10.86 MB of data. This means that a single LDI
contains a large amount of data, unlike normal 2-D images. If we want to render
or represent complex natural scenes with LDI, it requires even higher amount
of data. Therefore, it is necessary to compress the LDI data efficiently for the
real-time rendering and transmission under a limited bandwidth.

Fig. 1. LDI dataset: (a) Sunflowers, (b) Stream, and (c) Cathedral.

As mentioned in the previous work [5], generic lossless coding tools, such as
WinZip, cannot provide the high compression ratio. On the other hand, lossy
coding tools, like JPEG-2000 and MPEG-4, guarantee higher coding efficiency,
but they cannot be applied directly to compress LDI. Since the density of LDI
pixels becomes lower in the back layer, a new algorithm is required to code the
LDI data. In order to effectively deal with these features of LDI, a kind of divide
and conquer methodologies was proposed by J. Duan et al. [5]. In their work, they
divide the LDI data into eight components and compress each component image
with different techniques. Although their approach provides a high compression
ratio with moderate image quality, it does not consider coherency within the
component image.

In this paper, we propose a new preprocessing algorithm to improve the
transform efficiency. We separate LDI into several component images similarly
to the previous work, but our algorithm exploits coherency among pixels within
each component image. Considering each pixel as a point in the 2-D space,
we compute the minimum distance between a straight line passing through the
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previous two values and the current depth value. Finally, the current attribute
value is replaced by the minimum distance. The proposed algorithm reduces the
variance of depth and color information; therefore, it improves the transform
and coding efficiency.

The paper is organized as follows. The data structure and previous coding
methods of LDI are briefly reviewed in Section 2 and Section 3, respectively. In
Section 4, we explain details of our preprocessing algorithm. After experimental
results are presented in Section 5, we draw conclusions in Section 6.

2 Layered Depth Image (LDI)

LDI pixels contain depth values along with their colors. In addition, LDI contains
potentially multiple depth pixels per pixel location. The farther depth pixels,
which are occluded from the LDI center, will act to fill in the disocclusions that
occur as the viewpoint moves away from the center. Fig. 2 shows the generation
process of LDI. The LDI scene viewed from C1 is constructed by warping pixels
in other camera locations, such as C2 and C3.

Fig. 2. The generation of the layered depth image.

Unlike the ordinary image consisting of the luminance and chrominance val-
ues, each LDI pixel contains 63 bit information [5]: 8 bits each for the R, G and
B components, 8 bits for the alpha channel, 20 bits for the depth of the object,
and 11 bits for the index into a splat table. The splat table is in turn divided
into 5 bits for the distance, 3 bits for the x norm, and 3 bits for the y norm.
It is used to support various pixel sizes in rendering of LDI. The overall data
structure of the single LDI is shown in Fig. 3.
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Fig. 3. The structure of LDI.

3 Coding of LDI Data

In the previous work [5], they investigate the compression of the sparse and
nonrectangular supported data of LDI. They first record the number of layers
(NOL) at each pixel location. The LDI data is then reorganized into a more
suitable layout by dividing LDI into layers, each of which contains a mask indi-
cating the existence of pixel in the layer. Each LDI layer is then separated into
individual components, such as Y, Cr, Cb, alpha, and depth. Fig. 4 shows eight
components of LDI.

Color Information Depth Information Splat Table Index

Y Cb Cr Alpha Depth Distance NormX NormY

Color Information Depth Information Splat Table Index

Y Cb Cr Alpha Depth Distance NormX NormY

Fig. 4. Layered depth image: component separation.

The component images of each layer are compressed separately. They aggre-
gate the data on the same layer so that the data is more compactly distributed.
An arbitrary shape wavelet transform and coding algorithm is used to compress
the aggregated data. Finally, the compressed bitstreams of the different layers
and components are concatenated to form the compressed LDI bitstream. A
practical rate-distortion model is used to optimally allocate bits among all the
components.
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Fig. 5. Calculation of the minimum distance.

4 Preprocessing for LDI Coding

Because of the special data structure of LDI, existing still image compression
methods, such as JPEG, cannot be applied directly or are not very efficient.
There are three key characteristics of the LDI data. It contains multiple layers
at each pixel location; the distribution of pixels in the back layer is sparse; and
each pixel has multiple attribute values, including color, depth, and splat table
index. In the previous work [5], data aggregation is performed to use these key
features of LDI. After aggregating the LDI data, an arbitrary shape wavelet
transform and coding algorithm is applied.

In this paper, we propose a new preprocessing algorithm to improve the
efficiency of the wavelet transform, which directly affects on the compression
ratio of each component image. Thus, our algorithm is performed prior to the
wavelet transform. The depth and color information is processed in the same way.
Since we observe (x, z) values are changing for the fixed Y-axis, we can consider
the one-dimensional (1-D) depth value as the 2-D point. Along the increasing
direction of the X-axis, we draw a line passing through two points, and then
calculate the Euclidean distance between the line and the current depth value,
as illustrated in Fig. 5.

In Fig. 5, the left planes shows the spatial relationship among layers of LDI.
The proposed preprocessing method uses correlation among attribute values
in the same layer for each component image. In the right figure, the dotted
arrow represents the padded depth value at the empty pixel location. We insert
the average value of the previous two points into the vacant position. After
calculating the minimum distance, we replace the current depth value by the
minimum distance. Finally, the inserted average values are removed before the
data aggregation. The distance between the line, passing through A(x0, z0) and
B(x1, z1), and the point C(x2, z2) is computed by

d =

∣∣(A − B)⊥ · (C − A)
∣∣

|A − B| , (1)
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where A⊥ is the counterclockwise perpendicular vector to the given A; it means
that (x0, y0)⊥ is (−y0, x0).

These procedures are similar to the differential coding method. Instead of
calculating the direct difference between two values, we use the distance from
the line through the previous two points. Since the direct difference becomes
greater in the back layer, the differential methodology is not properly applied
to the data structure of LDI. We compare the standard deviation using the
differential scheme with the proposed method in our experimental results.

Since each pixel contains the depth and color information at the same lo-
cation, we can easily compute the minimum distance for color values of Y, Cr,
and Cb components; hence, Eq. 1 can be directly reused. In our algorithm, the
Euclidean distance is used as the measure for representing the coherency among
neighboring depth and color values. This is reasonable because the Euclidean
distance is one of the widely used similarity measures for normal 2-D images in
general. However, it cannot be applied directly to other attribute values, such as
the distance or norms of the splat table index, because their correlations cannot
be measured by the Euclidean distance.

5 Experimental Results and Analysis

Efficiency of the proposed preprocessing algorithm is demonstrated with the fol-
lowing experiments. Fig. 6 shows the test data set of LDI scenes. The resolution
of Ball LDI is 246 x 246 and that of Flower is 690 x 476. Three layers are used
in our experiment for each LDI.

(a) (b)(a) (b)

Fig. 6. Test LDI data set: (a) Ball, (b) Flower.

We calculate the standard deviations for test LDIs to evaluate the perfor-
mance of the proposed algorithm before and after the preprocessing. As shown
in Table 1, the standard deviation of each LDI decreases over 45% after applying
the preprocessing algorithm. Especially, Table 1 shows that the standard devi-
ation is reduced much more for Flower LDI. It means that the more pixels, the
more reduction occurs because the replaced minimum distance lowers differences
among depth values.
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Table 1. Standard deviations of depth information

Ball Flower
Before After Reduction Before After Reduction

preprocessing preprocessing rates preprocessing preprocessing rates
Layer 1 51.98 27.06 47.94 % 1815.07 364.46 79.92 %
Layer 2 112.80 46.28 58.97 % 3076.95 613.61 80.06 %
Layer 3 154.26 65.66 57.43 % 3740.26 756.03 79.79 %

Table 2 shows the amount of depth information after the wavelet transform
and variable length coding. The data size is decreased over 20% because the
distribution of depth values is skewed.

Table 2. Amount of depth information of test LDIs [kBytes]

Ball Flower
Before After Reduction Before After Reduction

preprocessing preprocessing rates preprocessing preprocessing rates
96.00 75.70 21.15 % 510.25 405.33 20.56 %

Finally, we compare our algorithm with the differential coding method in
terms of the standard deviation. Table 3 shows that the proposed scheme pro-
vides higher reduction ratio, because direct differences among depth values be-
come greater than the minimum distance, especially in the back layer. Therefore,
the proposed preprocessing algorithm further reduces the variance of depth and
color information of LDI.

Table 3. Comparison between the differential technique and the proposed algorithm

Ball Flower
Original Differential Proposed Original Differential Proposed

Layer 1 51.98 21.05 27.06 1815.07 399.82 364.46
Layer 2 112.30 47.24 46.28 3076.95 924.50 613.61
Layer 3 154.26 74.57 65.66 3740.26 1459.07 756.03

6 Conclusions

In this paper, we propose an efficient preprocessing algorithm to code depth
and color information of layered depth images. We consider each depth value
as a 2-D point. After the minimum Euclidean distance between a line and the
current point is calculated, the current depth value is replaced by the minimum
distance. Since the previous approach does not consider coherency among neigh-
boring pixels, we focus on using correlations of depth and color values within
each component image. Experimental results demonstrate that the proposed al-
gorithm reduces the variance of depth and color information. Therefore, the
transform efficiency was improved and the amount of data was reduced.
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Abstract. Motion estimation has been a popular choice in video com-
pression standards such as MPEG-1, MPEG-2, and MPEG-4 to elim-
inate temporal redundancy of video sequences. The motion estimation
and motion compensation (MEMC) part in video encoding represents
around 60–80 percent of the total computation, where MEMC is a core
part that cannot be avoided for preserving substantial compression effi-
ciency. In this paper, we have presented a method to minimize the use of
MEMC, which will further reduce the computational complexity with the
reasonable visual quality. The main idea of our proposal is to unselect
ME on some frames with very low motion. Experimental results indi-
cated that the proposed coding scheme can reduce about 55–75 percent
in computational complexity over the MPEG-4 video reference software.

1 Introduction

Motion compensation based inter-frame coding is a typical video compression
method, which is employed in the most video coding standards. Differently from
intra-frame coding, motion compensation technique in inter-frame coding can
efficiently eliminate temporal redundancy between successive video frames. It,
however, increases the encoder complexity due to motion estimation. The motion
estimation and motion compensation (MEMC) part in video encoding represents
about 60-80 percent of the total computation time [1]. This large computational
complexity of MEMC remains as a major obstacle for real-time video encod-
ing [2].

The motion estimation (ME) method as a block matching technique searches
the most similar block from the previous video frame, where a video frame is
divided into blocks. For the optimal performance in compression efficiency, a
full search (FS) can be used in MPEG-4 reference software. FS is a brute-force
algorithm, which exhaustively evaluates all possible candidate blocks, requires
many computationally intensive loops, and is not a practical solution for real-
time services.

Many fast and efficient algorithms of MEMC have been proposed in the past
decades, which include the three step search (TSS) [3], the block-based gradient
descent search (BBGDS) [4], the diamond search (DS) [5], motion vector field
adaptive fast search technique (MVFAST), predictive MVFAST (PMVFAST)
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[6], and so on. The MPEG-4 part 7 has adopted MVFAST as the core technology
for fast motion estimation. PMVFAST is considered as an optional approach for
MPEG-4 fast motion estimation. Both MVFAST and PMVFAST are based on
diamond search patterns instead of square search patterns and result in fewer
search points with similar distortion performance. These techniques can reduce
about 50-70 percent in computational complexity.

PMVFAST in [6] showed substantially better performance than FS within a
search area set by ±16 pels with no visual distortion of image quality. PMVFAST
is an efficient algorithm to reduce complexity, where further complexity reduction
is still sought for academia and industry.

As a way to provide acceptable complexity in various cases, we propose a
method to minimize the use of MEMC by selectively employing ME per frame.
The minimization of MEMC use is possible due to the fact that there is a strong
correlation between successive frames, where the collocated previous block may
be used for the motion compensation of the current block without further motion
estimation. In such a case, we simply skipped the ME, which leads to the further
computational complexity reduction while preserving the better visual quality
than the case that ME is never employed.

The remainder of this paper is organized as follows. Section 2 describes con-
cept and algorithms of MEMC. Our proposed approach is explained in Section 3.
Experimental results are given in Section 4. Finally, we summarize the paper in
the last Section.

2 MEMC in MPEG-4

The temporal prediction technique used in MPEG-4 video is based on ME. In the
case of no motion or low motion between frames, the encoder efficiently predicts
the current frame as a duplicate of the reference frame. The ME is an essential
part in eliminating the temporal redundancy between successive video frames,
while augmenting the encoder complexity. The encoder of MPEG-4 Visual is
composed of texture coding and MEMC. MEMC is the most expensive tool in
encoding process because the ME is consuming more than 75 percent of the
encoding run time [1][7].

Block matching algorithm (BMA) is one common ME method [8]. A video
frame is divided into blocks (8x8 pixels) or macro blocks (MB) (16x16 pixels).
Each block of the current frame is compared with all the possible candidate
blocks within the search area in a reference frame. In general, the sum of ab-
solute differences (SAD) is used to measure the distortion between the current
block and a candidate block. A displacement value with the minimum distortion
between the current block and the reference block is selected as a motion vector
(MV). The MV coding is performed separately on the horizontal and vertical
components.

In order to maximize the coding efficiency, MPEG-4 encodes the differential
value between the current MV and the predicted MV formed by the median
value of the three vector candidate predictors. These predictors (MV1, MV2, and
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Fig. 1. The candidates for MV predictor

MV3) are derived from the spatial neighborhoods of the current MB, as shown
in Fig. 1. The bold square represents the current MB, which is divided into the
four blocks (8x8) and the regular squares denote several blocks of neighboring
MBs. The selection of the MV predictor candidates depends on the MV mode.
In the 1MV mode, the MVs of corresponding 8x8 blocks are set to be the same
as the MV of the current MB in Fig. 1 (a). In the case that the 4MV mode is
used, the predictor candidates (for each 8x8 block of the MB which is marked
MV) shown in Fig. 1 (a) – (d) are used.

2.1 Full Search (FS)

FS is a basic BMA that is currently under use in the MPEG-4 reference software.
It is based on square search patterns and searches for the best MV in a coarse-
to-fine manner, where all possible displacements are evaluated within the search
area of ±16 pels. The following steps describe the FS algorithm.

1) For an MB in the current frame, the best matched MB from the reference
frame is found within the search area (±16). In order to find the best matched
MB, SAD for the MB (or SAD16) between the founded MB in the reference
frame and the MB in the current frame is evaluated.

2) The founded MB is divided into four blocks, of which each BMA is performed
within the search area (±2). In this case, SAD for an 8x8 block (or SAD8)
is evaluated.

3) Finally, the half-pixel MV of the block, which is with the smaller SAD be-
tween the blocks with SAD16 and SAD8, is evaluated,

FS is widely used as a BMA because it is feasible to implement hardware
design with regular data flow. It, however, can cause extensive computational
complexity by evaluating all possible candidates.

2.2 MVFAST and PMVFAST

The MPEG-4 part 7 has adopted MVFAST as the core technology for fast ME
[6][9]. MVFAST makes a significant improvement in regard to both visual quality
and encoding speed by the early termination of the search with a diamond
pattern compared with the conventional algorithms [10].

MVFAST selects the motion vector predictor (MVP), which is the median
vector among the center MV (0, 0) and the MVs of three spatially adjacent
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blocks. Having MVP selected, MVFAST sets the MVP as the center of search
and employs a search with a (large or small) moving diamond. Until the minimum
distortion is found at the center of search, the search is to go on moving toward
the minimum distortion value.

A diamond search could further assist in initially considering a small set of
candidates [6]. The selecting diamond type either a small diamond or a large
one is chosen by an initial motion feature of the current block. If the value of
the largest MV from three adjacent blocks is smaller than the first threshold T1,
A small diamond is used. If it is between the first threshold T1 and the second
threshold T2, A large diamond is used instead. Lastly, if it is over the second
threshold T2, An additional search could be performed around the center with
a small diamond.

PMVFAST is considered as an optional approach for MPEG-4 fast ME [9].
PMVFAST employs fundamentally the search pattern similar to MVFAST [10],
evaluates all possible predictors, and uses a method to efficiently decide a dia-
mond pattern [6]. A difference between PMVFAST and MVFAST is the way to
select a diamond type, which can lessen encoding time in PMVFAST by using
more often a small diamond. As long as the median MV, the median of the three
adjacent blocks, is zero and the distortion is relatively larger, a large diamond
is used. In other all cases, a small diamond is used.

PMVFAST shows substantially better performance than the other methods
with no visual distortion of image quality [6]. Even although PMVFAST is an
efficient algorithm to reduce complexity, it may not be appropriate in a low power
environment. To reduce further complexity, we propose a method to minimize
the use of MEMC by selectively employing ME per frame in the next section.

3 Selective Motion Estimation (SME)

We propose a method of selective motion estimation (SME), where ME is re-
duced by selectively employing it per frame. Even though fast techniques such
as PMVFAST and MVFAST exist, there may be cases when further complexity
reduction is required due to the characteristics of input video data. SME pro-
vides a way to selectively skip the process of the ME, which leads to further
complexity reduction at the cost of marginal visual quality degradation.

In order to skip ME, we need to identify the candidate frames with low
motion. We evaluated the motion activity (MA) with the average value of the
MVs for a frame using the following equation (1). Fig. 2 shows the average MV
value on Akiyo image. To decide which frame is skipped, a threshold T is assigned
by a user which is an essential element to control the skip-rate of the ME. If
the average MV of the previous frame is below the threshold T in Fig. 2, the
ME of the current frame is no longer employed as shown in Fig. 3. Otherwise,
PMVFAST is employed for ME. The skip-rate in ME depends on assigning the
value of the threshold; in a high value, many frames are skipped and in a low
value, few frames are skipped. As a result, users can regulate roughly encoding
complexity while preserving acceptable visual quality.
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Fig. 2. The average MV for 100 frames on Akiyo sequence

Fig. 3. The structure of the SME

SME has an additional complexity to calculate the average MV per frame and
the image quality may not be somewhat as good as the original image quality
according to skipping ME. It, however, makes it feasible real-time video encoding
service in various power environments by controlling encoding complexity.

MA =
1

2N

N∑
i=1

(|xi| + |yi|), where N : the number of the MBs in a frame

(1)

3.1 Test Condition

The experiments were done with the Microsoft VM software 2003 edition at
various bit rates with no rate control. No additional optimization is applied to
reduce complexity when using the codec. A Pentium 4 2.4Hz PC with 512MB
RAM and Windows XP as the OS is used for this experiment. In order to
evaluate complexity, we measured encoding time with 300 frames. The run-
time is averaged over three run times on the test PC. All testing sequences are
rectangular videos with the CIF and SIF format.

3.2 Experimental Results

This experimental results show the rate-distortion (RD) performance and the
run time analysis of the encoder. We have experimented software with no 4MV
in all cases, since MPEG-4 reference software with no 4MV is better than one
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Fig. 4. The rate-distortion curve for 100 frames on Akiyo sequence

Fig. 5. The rate-distortion curve with SME percent on Stefan sequence

Table 1. Encoding run time of Ref. SW, No ME, and SME 10%, 20%, 30%, and
50%(ms)

with 4MV in complexity wise with no visual distortion of image quality. SME
employs PMVFAST as a ME method which can further reduce the computa-
tional complexity compared with the conventional algorithm.

Fig. 4 shows the RD curve of Akiyo sequence for 100 frames respectively. It
can be noticed that the image quality of the skipped frames is abruptly fallen
down while preserving the reasonable PSNR performance for the whole sequence.
In fact, the ME of this image is curtailed around 50 percent (or skip-rate) for
reducing complexity. The skip-rate is assigned by a threshold T users decide to
set. The RD performance on various skip-rate values is given in Fig. 5. When
the skip-rate is higher, the PSNR will be lower with the complexity reduction in
Table 1. This implies that SME encoder can manipulate the encoding speed in
a flexible way with marginal degradation of image quality.

In Fig. 6 and Fig. 7, we have presented the test results on MPEG-4 refer-
ence software, PMVFAST, SME (50% skip), and so on. The PSNR performance
of SME on the two sequences shows a marginal degradation of visual quality
with improved computational complexity reduction. The encoding time perfor-
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Fig. 6. The rate-distortion curve on Akiyo sequence

Fig. 7. The rate-distortion curve on Foreman sequence

Table 2. Encoding run time of Ref. SW, Intra, No ME, PMVFAST, and SME 50%
(ms)

mance is shown in Table 2. PMVFAST showed substantially better performance
than the reference in complexity. SME, moreover, can reduce further complexity
compared to PMVFAST and make encoding time flexible by using skip-rate.
Fig. 8 presents the first skipped frame image on Akiyo, where a very marginal
degradation can be confirmed.
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Fig. 8. The first skipped frame of Akiyo sequence; (a) original and (b) SME

4 Conclusions

We presented an efficient method to minimize the use of the MEMC, which
lessens computational complexity of ME by selectively utilizing it per frame.
Minimizing ME can reduce about 55–75 percent in complexity over the MPEG-
4 video reference software and is less complex than PMVFAST, which is an
efficient method to show good performance in complexity. A flexible management
of encoding speed and visual quality is possible with the proposed method by a
threshold. It should be noted that the flexible encoding speed was possible at the
cost of marginal visual quality degradation. Our future work will be dedicated
to devise methods to enhance the visual quality by using adaptive threshold
value or a little ME for the skipped frames while preserving the encoding speed
flexibility.
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Abstract. Sample interpolation which has a computationally expen-
sive finite impulse response (FIR) digital filter is one of the key modules
in MPEG-4 Advanced Simple Profile (ASP). Normal FIR architectures
have low efficiency on its implementation due to the special input data
stream. In this paper, based on a pure systolic FIR, the efficient VLSI
architecture for the sample interpolation has been implemented. Exper-
imental result shows that the efficiency of proposed architecture is three
times higher than normal ones, and it satisfies the applications such as
MPEG-4 ASP.

1 Introduction

The MPEG-4 standard [1] is a standardized framework for many multimedia
applications, such as teleshopping, teleconferencing, mobile video communi-
cation and interactive, because of its high coding efficiency and high error
resilience. MPEG-4 ASP is defined in Streaming Video Profile in Amendment of
MPEG-4 [4]. Different with MPEG-4 Simple Profile, ASP contains many power
tools such as B-frame, global motion compensation, and quarter sample motion
compensation (MC) interpolation which are defined for implementations with
higher processing capability. But the sample interpolation is one of the critical
paths of MPEG-4 ASP decoder, due to its computationally expensive process
and special input data streams. Above all, the MC interpolation procedure is
described below.

The sample interpolation has two stages. In the first stage, the algorithm
calculates the half sample values by an 8-tap FIR filter such as ai by hori-
zontal filtering (eq.(1)) and b, c by vertical filtering (eq.(2),eq.(3)). The filter
coefficients is: CO1[1..4] = [160,−48, 24,−8]. Fig. 1a shows these half samples
position in the frame, where X represents position of integer sample. After
filtering, they are clipped to the range of [0, 2N−bit − 1], where N−bit is the
number of bits per pixel.

ai =
(( 4∑

j=1

co1[j] · (x−j,i + x+j,i)
)

+ 128 − rounding−control

)/
256 (1)

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 639–646, 2004.
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b =
(( 4∑

i=1

co1[i] · (x−1,−i + x−1,i)
)

+ 128 − rounding−control

)/
256 (2)

c =
(( 4∑

i=1

co1[i] · (a−i + a+i)
)

+ 128 − rounding−control

)/
256 (3)

In the second stage, the quarter sample values are calculated by the bilin-
ear interpolation between integer and the corresponding half sample values, see
Fig. 1b which shows the displacement between quarter and half position. Ac-
cording to the different position, the bilinear interpolations are:

q0 = A (4)

q1 =
(
A + B + 1 − rounding−control

)/
2 (5)

q2 =
(
A + C + 1 − rounding−control

)/
2 (6)

q3 =
(
A + B + C + D + 2 − rounding−control

)/
4 (7)

Before interpolation, the data must be fetched from the out-chip memory.
For each block of size m × n in the reference VOP, a reference block of size
(m + 1) × (n + 1) should be read from the reconstructed reference VOP. Once
the reference pixels have been obtained, the next step is to mirror the first three
and the last three pixels on each side outwards. And then the 8-tap FIR filter
calculates this extended reference block. It is known that the length of the 8-tap
FIR filter’s response M is 8, and we define N as the length of the input data
stream for the 8-tap FIR filter and S as the number of input data streams. In
fact, N is the amount of the pixels in a line of the mirrored reference block
and S is the amount of the lines in the block. After mirroring N is equal to
n + 1 + 3 + 3 and S equals m + 1 + 3 + 3. Usually n and m take the value of
8, which means an input data stream has only 15 pixels in a line. Consider of
the response of the 8-tap FIR filters, the common implementation [2–3] have
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so low efficient that they can not meet the need of the MPEG-4 ASP decoder.
This paper presents a new efficient systolic architecture of FIR filter, and gets
an efficient VLSI implementation of quarter sample MC interpolation.

In Section 2, the efficient FIR filter architecture is described in detail. In
Section 3, the architecture of quarter sample mode interpolation is presented.
Finally, the experimental result and conclusion are given in Sections 4 and 5,
respectively.

2 The Efficient FIR Filter Architecture

2.1 A Referenced Pure Systolic FIR

For efficient VLSI implementation, a systolic array of FIR is showed in Fig. 2.
In it, the number of PE is M . response hi is stored in PEi. In every other cycle,
input data stream X sends a pixel which will move from the left to the right
and output data stream Y receives a result at the left of the array. There is
no global data bus in the Architecture, so this is especially suitable for VLSI
implementation. But in the systolic array, only a half of PEs work at the same
time, so it can’t get high efficient enough for quarter sample process.

Figure 3 is the timing chart of filtering the length-N input data stream by
the systolic array. In Fig. 3, the shaded cycle represents that the PE has a valid
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calculation at the time, and oppositely the white cycle represents an invalid
calculation. Since the input data stream X sends pixels in every other cycle,
each PE only has a valid calculation in every two cycles and valid work and
invalid work are alternate. So the efficiency of the array can be written as:

E =
M × (N − M + 1)
M × (2 × N − 1)

=
1
2

− M − 3/2
2 × N − 1

(8)

In quarter sample interpolation, usually N = 15 and M = 8, so E is approxi-
mately 27.6%. From eq.(8), firstly it can be seen that E is always less than1/2.
Secondly there is an inverse relation between M and E, and a direct relation
between N and E. That means the array efficiency E will higher if the response
length of the FIR filter is smaller and the input data stream is longer. Thirdly in
our application N is more close to M , so compare with valid cycles it makes the
array have too many cycles staying in startup state. Although the array is very
suitable to VLSI, it is not much efficient for MC sample interpolation. We need
both the efficiency and the nice VLSI implementation, so this paper improves
upon the systolic architecture of Fig. 2 below.

2.2 An Improvement of Pure Systolic FIR

If defining E in another way as follow:

E = 1 − A + B + C

M × (2 × N − 1)
(9)

Where A, B, C is the quantity of invalid calculations in different areas of Fig.3
and

A =
M × (M − 1)

2
B =

3M × (M − 1)
2

C = M × (N − M) (10)

We can see that A, B and C are side effect on the efficiency of the array. A and
B are the invalid cycles needed by the array initialization between two different
input data streams, and they are only decided by M . Since one input data
stream should have one initial process and many streams in a reference block,
there have lots of initializations during the sample interpolation of a reference
block. So A and B may decrease E sharply. C are the invalid cycles after the
initialization, since only a half of PEs work at the same time and the valid cycle
and the invalid cycle are alternate after the initialing of the array. C also lowers
the efficiency of the array.

In order to increase the pipeline efficiency, a new efficient FIR systolic archi-
tecture (Fig. 4) is gotten from the below analysis. Two modifications are made in
the architecture of Fig. 2. Firstly, input data stream X is instead of X, and the
data arrangement of X is . . . x

′
2x2x

′
1x1x

′
0x0, where xi and x

′
i are come from two

original input data stream. X sends pixels in each cycle, and correspondingly
the output can be gotten in each cycle too. All PEs may work in each cycle, the
format of an output data stream is y

′
0y0y

′
1y1y

′
2y2 . . . , where yi and y

′
i are in two
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original output data streams. Invalid calculations represented by C are avoided.
Secondly, another data bus and a control signal are added in the array in order
to make more parallel between lines of reference block.

The timing between two data ports is shown in Fig. 5. Data x0 is sent to
port a firstly, and the data x

′′
0 is sent to port b at the same cycle when xN−M+1

is being inputted to a. If all data in a stream are consumed, the next stream for
port a waits or inputs immediately. If N is larger than 2M − 3 the next stream
begin to send data to port a when x

′′
N−M+1 is being sent to port b, else the

stream starts to input when x
′′
M−2 is being inputted to b. the input of the next

stream for port b is just like the case of port a. If N is larger than 2M − 3, the
cycle for the first data of the input data stream Xi for port a is:

ti = 4 × i × (N − M + 1
)

i ≥ 0 (11)

and for port b is:

t
′
i = 2 × (2 × i + 1

)× (N − M + 1
)

i ≥ 0 (12)

Under this condition, after the startup state, all PEs are busy till achieving
the sample interpolation of the reference block. There have space between two
input data streams of the same port, so the throughput of the array is smaller
than that of the data ports. If N is no more than 2M − 3, the cycle for the first
data of the input data stream Xi for port a is:

ti = 2 × i × N i ≥ 0 (13)

and for port b is:

t
′
i = 2 × i × N + 2 × (N − M + 1

)
i ≥ 0 (14)
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The data is sent to port a or port b continually, and PEs have idle cycles between
two input data streams. So the throughput of the data ports is smaller than that
of the array. The control signal is used to choose a data from port a or port b as
the processing data of the PE. The selection of the signal is shown as Eq. (15).

sel =
{

a ti + M ≤ t < t
′
i + M

b t
′
i + M ≤ t < ti+1 + M

(15)

The efficiency of Fig. 4 is:

E = 1 − 2M − 2 + p

t + 2N − 1
(16)

where

t =
{

t
′
�S/2
/2 �S/2is even

t�S/2
/2+1 �S/2is odd
(17)

p =
{

0 N > 2M − 3
(�S/2 − 1) × (2M − N − 2) N ≤ 2M − 3 (18)

And S is the number of input data streams. In quarter sample mode interpola-
tion, usually S ≤ 12, so the maximum of E is about 90.6%.

3 The Architecture of Sample Interpolation

The implementation architecture of the quarter sample MC interpolation is
shown in Fig. 6. Before the interpolation of a size m×n block, a reference block
of size (m+1)×(n+1) is read from the reconstructed and padded reference VOP
and putted in FIFO−a and FIFO−b after mirroring. Then FIR calculates the
half sample value (sample1 in Fig. 6) in each cycle, and output the integer pixel
of current position or right of current position (sample2 in Fig. 6). Sample1 and
sample2 are used in half sample interpolation to produce quarter sample values or
horizontal filtering results. If horizontal filtering results, it should be pass through
the pipeline again in order to get the final results (quarter sample values).
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Table 1. The FIR performance of Fig.2 and Fig.3

area(um2) CLK(ns)

FIR1 in fig.2 60647.067132 4.81

FIR2 in fig.3 89341.000000 4.87
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Fig. 7. Cycles of FIR1 and FIR2

4 Experimental Result

After synthesizing using TSMC 0.25um CMOS 1P5M process, the architecture
works at 200MHz clock rate, and the total area is about 428749.312000 um2

including memory component. The FIR performance of Fig. 2 and Fig. 3 shows
in table. 1. Quarter sample mode interpolation is time consuming operation in
MPEG-4 decode application. The aim of high efficiency is to shorten the total
cycles of calculation on this process with low area consumption. After Simulating
FIR1 and FIR2 under two video sequences in Verilog-XL, the run time is shown
in Fig. 7. In Fig. 7, the cycles used by FIR2’s are about one third of the FIR1.
This verifies the above conclusions which efficiency of FIR1 and FIR2 is 27.6%
and 90.6%.

5 Conclusions

This paper describes an efficient systolic FIR architecture for the VLSI imple-
mentation of the sample interpolation. The architecture works at 200MHz clock
rate, and the total area of it is about 428749 um2 including memory component.
The maximum efficiency of the FIR is 90.6%, which is three times of Fig. 2. Area
of it is about 89341 um2. The design satisfies the MPEG-4 decoder applications.
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Abstract. Vector quantization (VQ) is an elementary technique for im-
age compression. However, the complexity of searching the nearest code-
word in a codebook is time-consuming. In this work, we improve the
performance of VQ by adopting the concept of THRESHOLD. Our con-
cept utilizes the positional information to represent the geometric re-
lation within codewords. With the new concept, the lookup procedure
only need to calculate Euclidean distance for codewords which are within
the threshold, thus sifts candidate codewords easily. Our scheme is sim-
ple and suitable for hardware implementation. Moreover, the scheme is
a plug-in which can cooperate with existing schemes to further fasten
search speed. The effectiveness of the proposed scheme is further demon-
strated through experiments. In the experimental results, the proposed
scheme can reduce 64% computation with only an extra storage of 512
bytes.

1 Introduction

Currently, images have been widely used in computer communications. The sizes
of images are usually huge and need to be compressed efficiently for storage and
transmission. Vector quantization (VQ) is an important technique for image
compression, and has been proven to be simple and efficient [1]. VQ can be
defined as a mapping from k-dimensional Euclidean space into a finite subset C
of Rk. The finite set C is known as the codebook and C = {ci|i = 1, 2, . . . , N},
where ci is a codeword and N is the codebook size.

To compress an image, VQ comprises two functions: an encoder and a de-
coder. The VQ encoder first divides the image into Nw ×Nh blocks (or vectors).
Let the block size be k (k = w × h), then each block is a k-dimensional vector.
VQ selects an appropriate codeword cq = [cq(0), cq(1), . . . , cq(k−1)] for each image

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 647–654, 2004.
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vector x = [x(0), x(1), . . . , x(k−1)] such that the distance between x and cq is
the smallest, where cq is the closest codeword of x and cq(j) denotes the jth-
dimensional value of the codeword cq. The distortion between the image vector
x and each codeword ci is measured by their squared Euclidean distance, i.e.,

d(x, ci) = ‖x − ci‖2 =
k−1∑
j=0

[x(j) − ci(j)]2. (1)

After the selection of the closest codeword, VQ replaces the vector x by the index
q of cq. The VQ decoder has the same codebook as that of the encoder. For each
index, VQ decoder can easily fetch its corresponding codeword, and piece them
together into the decoded image.

The codebook search is one of the major bottlenecks in VQ. From equation
(1), the calculation of the squared Euclidean distance needs k subtractions and
k multiplications to derive k [x(j) −ci(j)]2s. Since the multiplication is a complex
operation, it leads to the increase of the degree of the total computational com-
plexity of equation (1). Therefore, speeding up the calculation of the squared
Euclidean distance is a major hurdle.

Many methods have been proposed recently to shorten VQ encoding time
[2,3,4,5,6]. The simplest one among them is the look-up table (LUT) method [4].
It suggests that the results of the [x(j) −ci(j)]2s for all possible xj and yij should
be pre-computed first, and then stored into a huge matrix, the LUT. Suppose
the values of x(j) and ci(j) are within [0, m−1]. Then the size of matrix L should
be m × m and

L =

⎡⎢⎢⎢⎣
0 12 · · · (m − 1)2

12 0 · · · (m − 2)2
...

...
. . .

...
(m − 1)2 (m − 2)2 · · · 0

⎤⎥⎥⎥⎦ (2)

Given any x(j) and ci(j), we can get the square of their difference directly from
L[x(j), ci(j)]. Therefore, equation (1) could be rewritten as follows:

d(x, ci) =
k−1∑
j=0

[x(j) − ci(j)]2 =
k−1∑
j=0

L[x(j), ci(j)]. (3)

LUT can be employed to avoid the subtractions and the multiplications in equa-
tion (1). Hence, it is an efficient method.

As discussed above, the designed criteria of LUT-based schemes emphasize
computation speed, table storage and image quality. However, the number of
calculated codewords has not mentioned since these schemes did not utilize the
geometrical information implied in the codewords. In this work, we introduce
a new concept of THRESHOLD which reduces the number of the computed
codewords. The new scheme uses two integers to represent the geometric relation
within codewords. Accordingly, the search procedure could refer the integers to
sift candidate codewords easily. The scheme might also cooperate with existing
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schemes to fasten search speed. The proposed scheme is simple and suitable
for hardware implementation. Through experiments, the proposed scheme can
reduce 64% computation with only 512-byte storage. The rest of this paper is
organized as follows. The proposed scheme is presented in Section 2. Section 3
addresses the performance evaluation. Section 4 concludes the work.

2 The Proposed Scheme

The concept of THRESHOLD is based on the assumption that the distance of
each dimension between the tested vector and the selected codeword is small.
Since VQ selects the codeword with the smallest Euclidean distance to the tested
vector, the selected codeword can be treated as the nearest point in the k-
dimensional space. In the ideal case (with a well-trained codebook), the tested
vector and the selected codeword should be relatively close in each dimension.
Hence it is possible to filter out unfeasible codewords by referring the positional
information.

Figure 1 presents the distribution of the maximal one-dimensional distance
maxk−1

j=0 |x(j) − cM(j)| between the tested vectors and their matched codewords.
The codebook is trained according to the image “Lena”, and 5 images are
compressed by full search. PSNR (peak signal-to-noise ratio) is defined as
PSNR = 10 · log10(2552/MSE) dB. Here the MSE (mean-square error) is de-
fined as MSE = (1/H) × (1/W )

∑H−1
i=0
∑W−1

j=0 [α(i,j) − β(i,j)]2 for an H × W
image, where α(i,j) and β(i,j) denote the original and quantized gray level of
pixel (i, j) in the image, respectively. A larger PSNR value has been proven
to have preserved the original image quality better. For the compressed images
with better quality, including “Lena” and “Zelda”, about 98% of their maxi-
mal one-dimensional distances are less than 32. However, the ratio is reduced
to 91% ∼ 96% for the other images since their quality of compression is also
decreased.

We use a two-dimensional case as an example to explain our idea. There
are two codewords, C1 (3, 1) and C2 (2, 3), as shown in Fig. 2. To calculate the
nearest codeword for the tested vector, V1 (1, 2), the squared Euclidean distances
to C1 and C2 are 5 and 2, respectively. Hence C2 should be chosen as the result.
Also, C1 is selected for V2.

To utilize the observation presented in Fig. 1, we set a range for the vertical
axis to prune the codewords. As shown in Fig. 3(a), only the codewords whose
distance in the vertical axis is smaller than 2 are considered.

If we consider only the distances in the vertical axis rather than the Eu-
clidean distances, the computation procedure is changed as follows. Assuming
the maximal distance in the vertical axis is set to 1, i.e., only the codewords
whose distance in the vertical axis, D, is smaller than or equal to 1 is considered
in the calculation of the Euclidean distance. For the example in Fig. 3(a), C1
and C2 are calculated for the Euclidean distance to V1. However, only C1 is
chosen for V2 and the calculation for C2 could be avoided. In some conditions,
there is no candidate for the tested vector. As a result, each codeword has to be
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Fig. 1. Distribution of the Maximal One-dimensional Distances for Different Images.

Fig. 2. A Two-dimensional Example.

calculated to decide the one with the smallest Euclidean distance. To nail down
the problem, a wider range could be adopted. However, the conjunct bricks are
also increased due to the larger squares, as shown in Fig. 3(b).

A suitable range is thus critical to the performance of the proposed scheme
since a wider range could increase the number of candidates while a narrow
range might cause null set. In our experiments, various ranges are investigated
to evaluate the performance and the image quality. Consequently, the construc-
tion/lookup procedure of the searchable data structure “THRESHOLD” is in-
troduced.

2.1 The Construction of the THRESHOLD

The proposed data structure THRESHOLD, T , contains m entries, which con-
sists two fields TS and TE . Assuming dimension j is selected to construct the
data structure and D is the pre-defined range. TS

p indicates the index of the
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Fig. 3. The Concept of the THRESHOLD.

first codeword whose jth-dimensional position is within the range from p + D to
|p − D|, and TE

p is the last one, where 0 ≤ p ≤ m − 1. Before constructing the
data structure, the codewords should be sorted according to the jth-dimensional
value to ensure that the codewords within TS

p and TE
p could conform the range

definition. The required storage for THRESHOLD is 2mlog2N bits. For a 256-
gray-level vector-quantization encoder with 256 codewords, the required storage
is 512 bytes.

The Construction Algorithm
INPUT: The sorted codewords
OUTPUT: The Constructed THRESHOLD
For each position p BEGIN

T S
p =the smallest index i of the codewords, which satisfy |p − D| ≤ ci(j) ≤ p + D.

T E
p =the largest index i of the codewords, which satisfy |p − D| ≤ ci(j) ≤ p + D.

END

The lookup procedure combines fast pruning by THRESHOLD. Assuming
the TLUT is combined to fasten the calculation. Only the codewords whose
index x satisfies TS ≤ x ≤ TE are calculated in vector quantization. For the
quantized vector x, the xjth entry of the THRESHOLD, TS

xj
and TE

xj
, is fetched.

Each codeword whose index i satisfies TS
xj

≤ i ≤ TE
xj

will be selected as the
candidate, and the Euclidean distance is calculated by coupling TLUT. The
pseudo code for lookup procedure is listed below.

For each vector quantization, only two extra memory accesses are required.
Since there is no extra computation cost, adopting THRESHOLD is simple and
suitable for hardware implementation. It can also combine with state-of-the-art
VQ algorithms to further improve the performance.
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The Proposed VQ Algorithm
For each vector x BEGIN

Fetch the T S
xj

and T E
xj

.
For each codeword i, where T S

xj
≤ i ≤ T E

xj

BEGIN
Calculate Euclidean distance d(x, ci)
d(x, ci) =

∑k−1
j=0 TLUT [|x(j), ci(j)|].

If d(x, ci) ≤ min distance BEGIN
min distance id = i
min distance = d(x, ci)

END
END
min distance id is the result for x.

END

3 Performance Evaluation

We have conducted several simulations to show the efficiency of the proposed
scheme. All images used in these experiments were 512 × 512 monochrome still
images, with each pixel of these images containing 256 gray levels. These images
were then divided into 4×4 pixel blocks. Each block was a 16-dimensional vector.
We used image “Lena” as our training set and applied the Lindo-Buzo-Gray
(LBG) algorithm to generate our codebook C. In the previous literature [1,2], the
quality of an image compression method was usually estimated by the following
five criteria: compression ratio, image quality, execution time, extra memory size,
and the number of mathematical operations. All of our experimental images had
the same compression ratio. Thus only the latter four criteria are employed to
evaluate the performance. The quality of the images are estimated by the peak
signal-to-noise ratio (PSNR). A larger PSNR value indicates better preserved
the original image quality. The extra memory denotes the storage needed to
record the proposed scheme and TLUT. As for the mathematical operations,
the number of calculated codewords is considered since the operations for each
codeword are identical.

The experiments were performed on an IBM PC with a 500-MHz Pentium
CPU. Table 1 shows the experimental results of the proposed scheme. VQ indi-
cates the vector quantization without any speedup. The ranges for the THRESH-
OLD vary from 16 to 128. With a smaller range, the image quality is degraded
since the occurrence of false matches is increased. Nevertheless, the calculated
codewords are reduced by the THRESHOLD, the execution time is lessened as
well. VQ requires no extra storage while the TLUT needs 256 bytes. The extra
storage is 512 bytes for the THRESHOLD and 256 bytes for TLUT. The decom-
pressed images are shown in Fig. 4. While the THRESHOLD range is enlarged
to 64, the image quality is almost identical to VQ and TLUT.

Table 2 illustrates the performance of the proposed scheme based on different
images. For the images with better compression quality in full search, the pro-
posed scheme generates more candidates since the codewords are usually close to
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Table 1. The Performance of the THRESHOLD.

The Proposed Scheme
Lena VQ TLUT D=16 D=32 D=48 D=64 D=128
PSNR 32.563 32.563 31.294 32.347 32.531 32.554 32.563

Execution Time (sec.) 1.302 1.091 0.201 0.371 0.52 0.671 1.011
Calculated Codewords 256 256 48 92 130 164 243
Memory Size (byte) 0 256 512 (THRESHOLD) + 256 (TLUT)

(a) D = 16 (PSNR=31.294) (b) D = 32 (PSNR=32.347)

(c) D = 64 (PSNR=32.554) (d) D = 128 (PSNR=32.560)

Fig. 4. The Decompressed Lena Images of the Proposed Scheme.

the compressed blocks. While the range is enlarged to 32, the proposed scheme
could derive compressed images with comparable quality to full search while
requiring only fourth time.
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Table 2. The Performance of the THRESHOLD based on Different Images.

Lena Airplane Gold Pepper Zelda
FS 256 1.30 32.56 256 1.30 29.53 256 1.30 29.48 256 1.29 30.07 256 1.30 33.35

TLUT 256 1.09 32.56 256 1.11 29.53 256 1.10 29.48 256 1.10 30.07 256 1.09 33.35
D=16 48 0.20 31.29 35 0.14 28.56 44 0.17 29.08 43 0.16 29.13 50 0.21 32.95
D=32 92 0.37 32.35 65 0.26 29.28 87 0.32 29.45 83 0.33 29.66 96 0.36 33.27
D=48 164 0.67 32.55 133 0.51 29.53 160 0.63 29.48 159 0.62 30.04 171 0.66 33.34
D=128 243 1.01 32.56 224 0.90 29.53 240 0.96 29.48 238 0.96 30.07 246 1.01 33.35

4 Conclusion

In this study, we propose a new data structure, THRESHOLD, for fast codebook
search. The proposed scheme adopts simple data structure with merely two
integers to represent the geometrical information. By setting a given range, the
proposed scheme could sift out codewords easily, and the proposed scheme is
suitable for hardware implementation. The extra storage is 512 bytes and the
performance could be improved with a factor of four. In the future, we will apply
this concept to the codebook training.
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Abstract. A motion based unsupervised neural network approach to
motion segmentation is addressed, and embedded in an automatic object
based coding system. The motion estimation phase is carried out by
an arbitrarily shaped object oriented block based technique (S-BMA).
An efficient polynomial motion model is used to describe motion fields
and jointly segment images into background-foreground. The proposed
technique is embedded in a H.263-like coding system and tested on the
foreman sequence. Preliminary results on standard video sequence seem
promising.

1 Introduction

Several coding applications need simple and effective motion segmentation proce-
dures: real time MPEG-4 based coding structures need automatic segmentation
procedures, to split an image into objects moving in the scene.

Personal video communication systems need simple procedures to segment
foreground objects from the background. All the segmented objects are coded
separately and multiplexed together in the whole stream.

The simplicity and good performances of Block Matching (BM) based motion
estimation algorithms have favored their use in most coding standards as MPEG
1-4 and H.261-3 ([1-7]). BM algorithms allow low power prediction error even if
wrong optical flow estimates occur: i.e., for outdoor video sequences illumination
variation may occur due to the exposure variation of the main object in the scene
to the dominant light source.

In this work an automatic Background-Foreground segmentation technique
is presented: a block based optical flow field estimation taking care of possible
illumination variation fields ([15]) is used. Motion estimates, together with color
and other side information are arranged into pixel based vector information; an
unsupervised neural network ([14]) is used to split the whole image into two
clusters. Due to coherence of color information and motion, fine clustering of the
moving object is obtained. The procedure has been embedded into a H.263-like
coding system, proposed for wireless personal video coding applications.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 655–664, 2004.
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2 S-BM and Illumination Variation

The improvement in prediction error, easily achievable using S-BM ([15]) can be
further enhanced by taking care of the possible presence of illumination varia-
tions inside the video sequence.

To face this problem without reducing the algorithm efficiency too severely,
a multiplicative illumination variation model can be conveniently chosen: in this
case the estimation procedure requires only the evaluation of the illumination
coefficient at each trial motion vector.

Here a linear illumination variation model is used, and the motion is esti-
mated using the S-BMA described in [16]. Each block whose motion has to be
estimated is initially split into at most three areas, obtained by the thresholding
the frame difference; three areas, P, N, Z, are hence defined as:⎧⎨⎩

P = {(x, y)|FD(x, y) > Th, 0 ≤ x ≤ H − 1, 0 ≤ y ≤ V − 1}
N = {(x, y)|FD(x, y) < −Th, 0 ≤ x ≤ H − 1, 0 ≤ y ≤ V − 1}
Z = {(x, y)| |FD(x, y)| < Th, 0 ≤ x ≤ H − 1, 0 ≤ y ≤ V − 1}

(1)

Here Th is a defined threshold level. To take care of illumination variation due
to different exposure of the moving object in a dominant light source, the typical
situation in personal video communication systems, the prediction error function
must be defined differently.

Let us define a cost function, for each domain D inside each block as:

E (vx, vy, α) =
1

‖D‖
∑

(x,y)εD

|It(x, y) − It−1(x + vx, y + vy) · α| (2)

Here α is the illumination variation coefficient to be estimated on the sequence
for each sub-block region whose motion is searched, and ‖D‖ represents the
number of pixels inside the sub-block detected coherently moving area (P,N or
Z). The multiplicative illumination variation model allows to estimate α at each
trial motion vector as the scale coefficient able to minimize the mean squared
prediction error. With the introduced symbols, we choose α so that the modified
MSE (m-MSE), defined as:

E2 (vx, vy, α(vx, vy)) =
1

‖D‖
∑

(x,y)εD

|It(x, y) − It−1(x + vx, y + vy) · α(vx, vy)|2

(3)
reaches the least value for the trial motion vector. The implemented technique,
at each trial motion vector, computes the α value as:

α(vx, vy) =

∑
(x,y)εD |It(x, y) · It−1(x + vx, y + vy)|∑

(x,y)εD |It−1(x + vx, y + vy)|2 (4)

which is obtained as a result of the least squares approach with respect to the
illumination parameter on the coherent moving area inside each sub-block P, N
or Z areas.
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The least m-MSE value, determined on the whole set of possible displace-
ments in the search domain, defines jointly the motion vector and the illumina-
tion variation coefficient estimates.

3 The Implemented Coding Structure

In this paragraph we describe the coding structure oriented to personal video
communication applications, where a principal moving video object is assumed
acting on a fixed or slowly moving background.

Fig. 1. The proposed H.263-like coding system

Several techniques for video objects segmentation to be used in coding appli-
cations have been presented in literature; all such segmentation techniques are
based on the soft-thresholding of the motion fields [8-13]. Joint techniques to
obtain both motion modeling and image segmentation into objects, often result
computationally expensive.

Video objects segmentation is not an easy task due to inaccuracy of motion
knowledge specially on moving object border blocks. The segmentation obtained
exploiting only motion information is inaccurate, but it can be enhanced by the
joint use of several information at hand, like color and motion.

Instead of heuristic considerations, a locally connected unsupervised neural
network (NUSD, [14]) is adopted to simplify the information at hand, in or-
der to obtain the image partitioned into cluster maximally coherent in terms of
their information content. After the image partition, each detected cluster is as-
signed to one between two possible image sub-sets corresponding to ‘foreground’
and ‘background’ hypothesis. This second step consists of a merge procedure:
polynomials have been used to describe the motion models for each area the
image should be split into (background and foreground). The estimation of the
polynomials coefficients is performed jointly with the definition of the image
segmentation.
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The procedure uses iterated trials: at the generic trial, a given cluster is
chosen to be joined either to the background or to the foreground. Cluster ag-
gregation is based on the “closeness” of the motion model of background or
foreground to the motion model of the candidate cluster: the least prediction
error obtained interpolating the candidate cluster by the two motion models of
background and foreground defines its inclusion. Once the inclusion has been
accepted, a new motion model is computed for the newly defined image subset.

3.1 The Proposed Object-Based Coding Structure

The block diagram of figure (1) represents the H.263-like coding system modified
to accommodate the proposed automatic system for motion segmentation and
object based coding. The automatic system for background–foreground segmen-
tation used as an useful coding application uses a neural network and a merge
procedure to obtain the final image partition into background and foreground.
The clustering algorithm used to simplify the image is synthetically described
hereafter, while in a successive sub-paragraph a brief description of the merge
procedure to obtain the final segmentation is given.

Once obtained the motion estimates based on S-BM algorithm shortly de-
scribed in preceding section, the motion estimates, together with color infor-
mation are arranged in vectors and used in the unsupervised NN clustering
procedure to obtain compact clusters locally coherent in color and motion infor-
mation. The obtained clusters are now treated as single entities and arranged
in a partition of the image whose goal is the segmentation of the image into
foreground (moving) object and background.

The proposed coding structure is a complete H.263-like coder, with exception
for the motion information coding system and the interpolating system.

3.2 Locally Connected Unsupervised NN

The used NN is hereafter shortly described; a complete description can be found
in [14]. It performs several successive densities measures in a hyper-sphere data
observation window, computes the centroid of the local “mass distribution” of
the input data and updates the centroid location at the local detected centroid
of the observed data. This way the concentration gradient is pursued until the
network reaches a convergence in a local steady-state point of the data structure.
At each step the data observation window is reduced in accordance with the
increased data density to allow a higher resolution in the detection of the data
feature.

A schematic block diagram of a single unit of the used neural network is
reported in the left part of figure 2.

Once the steady-state point has been reached, a new neuron can be initialized.
This time it will pursue a new data feature basing on two force-sources: an
attracting gravitational force, due to the higher concentration detected in a
given hyper-sphere window, as in the first neuron case, and a repulsive one, due
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Fig. 2. Left: NUSD block diagram; Right: N-NUSD scheme of application

to the already acquired neuron. The two forces balance in order to allow a new
feature detection.

The clustering algorithms used to segment the data on the basis of the ac-
quired data features is obtained by splitting the whole data structure by means
of geometrical considerations.

3.3 Background-Foreground Video Segmentation and Polynomial
Modelling of Motion Fields

The technique used to obtain the desired video Background-Foreground (BF)
segmentation was presented in [16]; it uses two different motion models for the
background and the foreground moving object: 2nd order polynomial motion
have been used here. Such models are able to well describe perspective point
of view changes of rigid objects, but also represent a good choice to model
complicated motion fields.

The motion model expression is reported in (5) for the background models;
similar equations are valid for the Foreground. ai and bi represent the model
coefficients for respectively the horizontal and vertical motion fields (respectively,
Dh and Dv). Each cluster detected in the first phase of image simplification is
segmented into connected regions, and relabelled as different image clusters.⎧⎪⎪⎨⎪⎪⎩

Dh(x, y, t) = aB,1(t) + aB,2(t) · x + aB,3(t) · y+
+aB,4(t) · x2 + aB,5(t) · y2 + aB,6(t) · x · y

Dv(x, y, t) = bB,1(t) + bB,2(t) · x + bB,3(t) · y+
+bB,4(t) · x2 + bB,5(t) · y2 + bB,6(t) · x · y

(5)

The problem of BF video segmentation can be reduced to a redistribution of
the clusters obtained by the neural network into two disjoint sets. The algorithm
evolves selecting the two starting clusters, CB (background) and CF (foreground)
initially chosen as the two maximally different in terms of their average motion.
For all the pixels inside the cluster a polynomial motion model is computed
in the mean square error sense. For a generic cluster C, the aggregation step
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consists in computing the membership function values for the two motion models
at hand. The membership function has been defined basing on the prediction
error computed on the whole cluster, C, by the application of the two computed
motion models. The least prediction error decides the cluster inclusion inside the
growing (background or foreground) region. Once the cluster is accepted into a
region, a new motion model is recomputed, and the procedure is iterated until
the whole image clusters are aggregated to either background or foreground.

At the end, motion models, together with the image segmentation informa-
tion, represent the side information to be used in the first layer of the motion de-
scription system in the used coding structure. The estimated polynomial models
cannot take care of detailed motion in presence of real scenes for eyes or mouth.
To reduce the DFD of the prediction obtained using motion models, for a few
blocks in the image, a detailed motion description is also used. It is based on
the motion and illumination variation description of the sub-block areas of the
image portions not properly described by the estimated motion models.

The information required to code this detailed motion consists an index for
the block position in the image together with the motion vector and (eventually)
the illumination variation coefficient. Coding requirements are very modest if
compared to standard MPEG coding technique, as only information about the
foreground object contour is required and few coefficient to describe the motion
models.

As expected the good appearance of the reconstructed image, though still
not loss-less coded, presents no artifact due to the block based motion field
estimation and a fine foreground object segmentation.

3.4 Coding of Motion Information: Polynomial and Detailed
Motion Description

The bit rate required to describe the whole image with the proposed coding
scheme needs the information described hereafter:

– the description of both background and foreground motion models: 2×(2×6)
coefficients to describe the quadratic polynomial motion field;

– the description of the contour of the foreground object;
– the detailed motion blocks required for coding (position, shape and motion

vector(s));
– the coded displaced frame difference.

The main object contour description requires the centroid position on the
image and a sub-sampled contour description, arranged in a chain coding system
(see fig. 3). Position and motion vectors for detailed motion description of a few
blocks on the image (less than 10%).

The description of each component of the motion vector requires log2(2 ·
Max Motion/Step) bits, where Max Motion is the unilateral block matching
search domain, and Step is the used step in the search procedure.
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The displaced frame difference coding requires the same amount of bits for
the standard MPEG coding structure as the statistics of the prediction error is
roughly the same.

In MPEG based bit streams transmission errors occurring in the motion
description produce bad artifacts on the decoded image, particularly when the
motion field is coded in a differential form, because an error in the motion vector
can propagate across the whole image and produce effects over several frames. In
this approach, instead, due to models, errors produce deformations in predicted
image, but no blocking effects.

The residual error bit rate can be coded efficiently using the FGS
wavelet/DCT decomposition in order to make the bit stream adaptive to the
channel congestion situations.

Fig. 3. visualization of the chain coding implemented technique for the foreground
object: chain coding is implemented connecting points of the line separating Back-
ground and foreground regions with segments whose ending points relative position
are described by 5 bits

The main difference between the proposed coding system and the standard
MPEG lies in the unavoidability of DFD transmission for block based perceptual
coding when applied in very low bit rate applications: indeed low bit rate require
few bits for the residual error coding, thus blocking artifacts appear on the
decoded image, worsening very rapidly the reconstructed video quality with the
bit rate decrease.

The predicted images, obtained with polynomial models, produce good qual-
ity images, even without any DFD transmission, so that the proposed coding
system candidates as a possible solution to the problem of quick image degrada-
tions in rate adaptive video coders for highly variable channel capacity systems;
even neglecting the DFD information, the reconstructed video reveals clearer in
the image content, but less fluid in motion evolution representation.
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4 Experimental Results

Tests have been conducted on the standard “foreman” sequence. Here illumina-
tion changes of various regions of the face of the actors moving on the background
are real, and mainly due to motion. All results refer to the sequence in Quar-
ter Intermediate Format (YUV-QCIF, 144 × 176 pixels), with a resolution of 8
bits per pixel/color. The motion estimation has been computed using full search
algorithm with step size of 0.5 pixels. Bilinear interpolation has been used to
compute predictions at half pixel accuracy. A fixed threshold value (Th = 4)
has been used for all frames of each processed sequence. In the proposed ap-
plication the illumination variation information was neglected (video semantic
is preserved with motion compensation only). Illumination variation has been
added as an extra information for the detailed motion description, for less than
10% of the total number of image blocks.

Figure 4 shows results of the proposed algorithm: the top-left image is the
foreground object prediction, the top-right one is the motion compensated frame
difference obtained using only polynomial motion models (without detailed mo-
tion description). The Bottom-left and right images of figures 4 represent the
motion models (amplified for visualization). As it can be noted, the motion
compensated frame difference presents a smooth appearance, evidencing the to-
tal absence of blocking artifacts; the highest peaks of the motion compensated
frame differences reveal a not exact motion field description, in some parts of the
image; this problem is mainly due to the large area characterized by the same
motion field. Better results would require higher order polynomials or smaller
regions. In both cases if prediction is enhanced, the motion description bit rate
would increase.

The impossibility of separating the hat of the foreground speaker from the
background is an evidence of this case: the problem resides in the closeness of
the hat color with the background, and in the smoothness of the hat. The color
closeness make indistinguishable the foreground area from the background in the
color space, so that only motion can help in separating such features. Unfortu-
nately, the object smoothness reduces very much the resolution capability of a
block based motion technique, so that both motion estimates and color compo-
nents fall in the background subspace, and the neural network approach fails in
this case.

Better performances might be obtained in a multi-resolution approach to
motion estimation.

5 Discussion and Conclusions

Presented results seem to indicate that the “Slicing” modification of the block
matching is a suitable mean for obtaining better motion estimates than other
block based techniques to be used in motion segmentation applications: the slic-
ing of a single block, multiplies the number of motion vectors to describe the
whole prediction, but requires an efficient method to describe the segmented
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Fig. 4. Top left: The obtained image segmentation; Top-right: displaced frame dif-
ference (amplified for visualization); Bottom-left: obtained polynomial Motion Field
(horizontal) Bottom-right: (vertical)

areas inside each block. This BM algorithm reveals well suited for motion seg-
mentation applications such as in object based video coding where an efficient
technique for motion estimation makes the motion segmentation reliable even in
real time coding environments as in personal video communication systems.

In internet applications, severe network congestion situations, often cause
freezes in the received video. Freezes probability can be much lowered, drop-
ping residual coding information with acceptable received image quality. The
side motion information to obtain the predicted image is minimal and higher
performances with respect to standard techniques appear evident mainly with
small block dimensions, even in rate adaptive FGS coding systems.

The main drawback of the proposed coding structure resides in the lower
fluidity of the motion of the coded sequence at low bit rates.
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Abstract. In this paper, we present a novel scheme for coding multi-
view video sequence based on global motion prediction between adja-
cent views. For that, the left-most view is compressed as reference se-
quence using standard block-based motion compensated prediction cod-
ing. And its right view is compressed with global motion prediction from
the left view images. In the prediction, an eight-parameter global mo-
tion model is used to compute the global motion information between
left and right-view images. Then the motion vectors of the right-view
image are predicted from the left-view image based on the global infor-
mation. To further reduce the coding complexity and improve coding
efficiency, macroblock modes of current image are also predicted from
the left-view image. H.264 coding scheme is employed as the baseline,
in which Rate-Distortion Optimization is used to select the best coding
mode. Experimental results show that, compared to coding multiview
video sequence independently, the proposed scheme can save the bitrate
up to 15%.

1 Introduction

Multiview video is one of the main categories of 3D video, which can give users
the opportunity to choose their favorite viewpoints freely. Multiview video con-
sists of video sequences captured by N cameras at the same time but different
positions. Because it contains multiple sequences, it requires much more band-
width than traditional 2D video in transmission. Therefore, how to compress
multiview video sequence efficiently has become popular due to its wide appli-
cation.

In the past years, some work has been done on multiview video coding. In
[1]-[2], Grammalidis uses a multiview matching cost as well as pure geometrical
constraints algorithm to estimate disparity and to identify the occluded areas
in the views. And in [3], a sprite generation algorithm in multiview sequence
is proposed to improve coding efficiency. But all these methods are based on
the sequences for videoconferencing. Up to now, many video coding standards
have been established such as MPEG-2, MPEG-4, H.263 and H.264 [4]. However,
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none of them really supports multiview video coding. Recently, MPEG/3DAV
group has started the work on 3dav standard. More and more people begin
to concern multiview video coding. Some preliminary study and experimental
results of multiview video coding have been reported. There are mainly three
coding methods are investigated [5]-[7]. A straightforward idea is to code the N
multiple video sequences separately. In this method, only temporal correlation
within one sequence is used. Another method is to utilize inter-view correlation
only. In this case, images of one view are only predicted by their left view images.
The third method utilizes both temporal and inter-view correlation. Test results
show that the third method is not so efficient when only simple block-based
motion compensated prediction is used to exploit inter-view correlation. Due
to the high similarity and the little displacement between two adjacent views,
global motion information can be used to improve the coding efficiency.

In this paper, we propose an efficient multiview video coding scheme based on
global information between two adjacent views. JVT coding scheme is employed
as the baseline. In order to find out the inter-view correlation, two adjacent views
are coded as reference and secondary sequences respectively. To fully utilizing
the correlation between the two views, we propose to predict the motion vectors
of the right-view images from that of the left-view images based on the global
motion information between them. And to further reduce the computational
complexity in mode decision, we also propose to predict the current macroblock
mode in right-view image from that of the left-view image.

The remainder of this paper is organized as follows. Section 2 describes the
multiview video coding scheme in detail. Section 3 describes the key technolo-
gys of the proposed scheme including motion vector prediction based on global
motion estimation and macroblock mode prediction method between left-view
and right-view. In section 4, some experimental results of proposed scheme are
given and conclusions are drawn in section 5.

2 Multiview Video Coding Scheme

As we know, there are two kinds of motion in most video sequences: local motion
and global motion. In MPEG-4 coding scheme [8], global motion compensation
(GMC) technology is used to indicate global motion with a set of parameters. In
H.264, great achievements have been reached by dividing the traditional 16x16
macroblock into smaller blocks. Therefore, GMC is less competitive than local
motion compensation (LMC) even in the case global motion existing due to
inaccurate global motion estimation (GME). However, multiview video coding is
different from monoview video coding. Due to the high correlation and similarity
of adjacent view images, the displacement between left-view and right-view is
quite similar to the global motion between two images in one sequence. This
characteristic makes the motion prediction between the corresponding images in
the two sequences possible.

Fig.1 gives the proposed multiview video coding structure. Left-most view
and its right view are coded as reference sequence and secondary sequence respec-
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tively. As shown in Fig.1, the two video streams are coded using GOP structure.
P and B frames in secondary sequence are coded by referencing previous recon-
structed frames in its own sequence or the corresponding frame in the reference
sequence.

Fig. 1. The proposed multiview video coding structure

The goal of the inter-view prediction is to get the global information between
the right-view image and the left-view image. Traditional eight-parameter global
motion model (perspective motion model) is used in our scheme.

Fig.2 shows the proposed multiview coding scheme based on JVT. Reference
and secondary sequences are coded using standard JVT coding structure. GME,
MV prediction and macroblock mode prediction are added to this framework.

Fig. 2. The proposed multiview video coding scheme based on JVT
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When the secondary sequence is coded, GME between the image to be coded
and the corresponding left-view image is performed first using perspective motion
model. Then the macroblock mode is predicted from the macroblock in the
same position in corresponding left-view image. Now, motion vector prediction
(MVP) is performed based on the global motion information and the MV of the
corresponding left-view macroblock. For each macroblock, the prediction can be
obtained by LMC and MVP mode. Rate-Distortion optimization algorithm is
used to select the best mode.

3 Key Technologies of the Multiview Video Coding

Motion vector prediction and macroblock mode prediction are the key technolo-
gies of the proposed multiview video coding scheme. Motion vector prediction can
utilize the high correlation between adjacent views efficiently. And macroblock
mode prediction can reduce the coding complexity of LMC.

3.1 Motion Vector Prediction

In H.264 inter frame coding, there are 7 block sizes, 16x16, 16x8, 8x16, 8x8, 8x4,
4x8 and 4x4. Thus, for P and B frames, macroblock mode can be selected from
SKIP, 16x16, 16x8, 8x16 and 8x8 mode. When the 8x8 mode is chosen, each 8x8
block can be divided into smaller sub-block including 8x4, 4x8, and 4x4 sizes.
INTRA-16x16 and INTRA-4x4 modes are also used for inter frame prediction.

If the motion vectors of current encoding frame can be predicted from its
corresponding left-view image using GME, large number of bits for coding mo-
tion vectors can be saved by only coding the global motion parameters. For this
purpose, motion vectors of the secondary images are computed from that of the
reference image. This can be accurate because of the little disparity of the two
images.

Fig. 3. The process of the MV prediction based on global motion vector (GMV)
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Fig.3 shows the proposed MV prediction algorithm. The two grids denote
current image to be encoded in secondary sequence and the corresponding image
in reference sequence respectively. GMV is the global motion vector of current-
MB computed using the global motion information between the two images. In
our scheme, 4 GMV sizes are employed: 16x16, 16x8, 8x16, 8x8. The algorithm
of computing MV-right is as follows:

1)Get the macroblock mode of Current-MB through LMC.
2)Determine GMV size of Current-MB according to the macroblock mode.

If the mode is 16x16, 16x8 or 8x16, GMV of 16x16, 16x8 or 8x16 block size is
computed. Otherwise, 4 8x8 GMVs are computed.

3)For all GMVs in Current-MB, find the prediction blocks position (GMV-
block) in reference image.

4)Get the motion vectors of the GMV-block as the prediction vectors of
Current-MB. Because GMV-block may locate in non-integer MB position, we
take vector of most pixels as the GMV-block vector.

3.2 Macroblock Mode Prediction

In JVT coding scheme, mode decision is one of the most important parts. When
inter frame coding is performed, the 16x16, 16x8, 8x16 and 8x8 modes have to be
full searched to find the best mode, when 8x8 mode is selected, sub-block search
for smaller block size has to be performed. If Rate-Distortion Optimization is
opened, the large computational complexity will spend a lot of encoding time.

According to statistics, there are more than 70 percent macroblocks that
have the same macroblock mode in two adjacent views. Due to this character-
istic, mode prediction can be done to right-view images from left-view images.
In proposed scheme, we take the macroblock mode of the left-view image as
the prediction of that of right-view image. RD cost in the prediction mode is
computed. If the cost is less than a threshold T, the mode prediction is thought
reliable. Otherwise, the coding process performs as the normal. By using this
mode prediction algorithm, computational complexity in RDO is reduced signif-
icantly.

4 Experimental Results

In order to verify the performance of the proposed coding scheme, we present the
experiment results on some multiview sequences in this section. Our algorithm
is implemented based on H.264 reference software JM 7.6 and JM 7.6 scheme
without inter-view prediction is taken as the reference. We use the multiview
test sequences Crowd, Race provide by KDDI Lab and Aquarium provided by
Tanimoto Lab. In each sequence, 600 frames (YUV 4:2:0, 320x240) are coded.

The purpose of this paper is to exploit the correlation between two adjacent
views, so only the left-most view and its right view sequences are coded with our
scheme. They are also coded independently using JM7.6. In both algorithms, the
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Fig. 4. Coding results of the second view of Crowd

Fig. 5. Coding results of the second view of Race1

Fig. 6. Coding results of the second view of Aquarium
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same parameters, i.e. QP, RDO and reference frame number, are used. Therefore,
we can get the coding gain from comparing the two results of the right view.

All these sequences are captured by parallel cameras, which are placed
densely (with the distance less than 20 cm). Fig. 4 gives the R-D curves of
the second view of Crowd which has high complexity. Fig. 5 and Fig. 6 give the
R-D curves of the second view of Race1 and the second view Aquarium which
have moderate complexity. Label ”JVT JM7.6” denotes the coding method us-
ing JVT JM7.6 reference software. And Label ”proposed scheme” denotes our
coding scheme. The figures show that compared to encode the multiview se-
quences separately with JVT, the proposed scheme has higher PSNR values by
about 0.3-0.4 dB for crowd sequence, and 0.8-1 dB at low bit-rate for Race1 and
Aquarium. This result show that proposed multiview coding scheme has better
efficiency for moderate complex sequences.

5 Conclusions

In this paper, an efficient multiview video coding scheme based on global motion
model has been presented. First, an interview prediction coding scheme based
on JVT is proposed to encode the left-most view and its right view. Second,
the motion vectors prediction algorithm of the right view images are proposed
using global motion information between the two view images. Due to the high
correlation of the macroblock mode in the two view image, a macroblock mode
prediction algorithm is also proposed. Experimental results show that the pro-
posed MV Prediction coding scheme and macroblock prediction algorithm can
improve the coding efficiency and the inter-view prediction coding for multiview
video is promising.
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Abstract. In this paper, we propose a novel rate-distortion (R-D)
model for leaky prediction based FGS (L-FGS) video coding. The
proposed R-D model considers not only the distortion introduced in the
current frame but also the propagated distortion due to leaky prediction.
The entire system consists of both offline and online processes. During
the offline stage, we perform the L-FGS encoding and collect the
necessary feature information for the later online R-D estimation. At
the online stage, given the transmission bandwidth at that time, we
can quickly estimate the R-D curves of a sequence of consecutive video
frames based on the proposed R-D model. An excellent property of our
proposed R-D model is that even when applying the model for a long
video sequence without any update of the actual distortion values, the
estimation error is still very small and the error is not accumulated.
Experimental results show that the estimated distortion matches the
actual distortion very well under different channel conditions.

Keywords: Rate-distortion, leaky prediction, Fine Granularity Scala-
bility.

1 Introduction

Internet video streaming is a very challenging task due to the inherent hetero-
geneity. For video streaming applications, since different users may access video
servers through different access networks, only one bitstream for a video se-
quence coded at a certain bit rate and stored at the servers cannot satisfy the
requirements of different users. Moreover, due to lack of QoS (quality of service)
guarantee, essentially, Internet can only provide VBR (variable bit rate) trans-
portation channels for video streaming applications. Therefore, it is desired that
video coding itself has the ability to adapt to different users’ requirements and
the time-varying network conditions. Scalable video coding is one of the common
approaches for providing rate adaptation to heterogeneous scenarios.
� This research is partially supported by Singapore A*STAR SERC Grant (032 101

0006).
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The scalable technique adopted in MPEG-4, i.e., FGS (Fine Granularity
Scalability) [1], has received much attention in the past few years mainly because
of its simplicity. The basic idea of FGS is to encode a video sequence into two
layers: a base layer and an enhancement layer. The base layer is coded without
scalability while the enhancement layer is coded bitplane by bitplane. With
the bitplane coding method in the enhancement layer, the FGS enhancement
layer bitstream can be truncated at any position, which provides fine granularity
scalability. FGS is very suitable for adaptive video streaming since it only needs
to encode a video sequence once and can adapt to any channel bandwidth within
a pre-defined range.

However, FGS is not fit for low bit rate video streaming, e.g., users accessing
Internet through bandwidth-limited wireless links. This is mainly because there
is no temporal prediction in the FGS enhancement layer, which greatly reduces
the coding efficiency, compared with the non-scalable video coding schemes. In
order to improve the coding efficiency of FGS, recently, many schemes have been
proposed [2,3,4]. The common idea of these schemes is to introduce high quality
reference frames to remove the temporal redundancy for the enhancement layer
or even the base layer. The robust FGS (RFGS) [4] is the most representative
technique, in which, two parameters, the number of bitplanes and the amount
of predictive leak, are used to control the construction of reference frames for
the tradeoff among efficiency and scalability. In this paper, we denote such leaky
prediction [4,5,6] based FGS coding as L-FGS.

Besides introducing better prediction structures, another way to improve
FGS coding performance in terms of minimizing overall distortion or having con-
stant video quality is through optimally designing rate control or bit allocation
algorithms among video frames, for which the rate-distortion (R-D) relationship
for each video frame must be obtained. The problem of obtaining accurate R-D
curves for the baseline FGS coding has been solved in [7,8] through either em-
pirical or modelling approaches. In [7], accurate R-D curves are constructed by
extracting some R-D points such as the end points of each bitplane during the
offline encoding process followed by linear interpolation between neighbor R-D
points. In [8], Dai et al. proposed a closed-form R-D model through analyzing
the properties of the input to the MPEG-4 FGS enhancement layer, which signif-
icantly outperforms the current distortion models such as the quadratic model.
However, the problem of obtaining accurate R-D curves for L-FGS is still an
open question. The difficulty lies in the dependency among video frames. For
example, the R-D curve of the n-th frame depends on the quality of the (n− 1)-
th reference frame, which can only be determined during the streaming stage,
i.e., given the bandwidth at that time. To the knowledge of the authors, only
approximate approaches have been proposed such as in [9], where a common
exponential model is assumed. Those approximate approaches are not accurate
and the accumulated errors will become intolerable with the increasing number
of the consecutive R-D estimation.

In our previous work [10], we have proposed a model to estimate the distor-
tion propagated from the reference frame due to channel errors for non-scalable
video coding. We further applied that model to estimate the propagated distor-
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tion due to channel errors for the FGS video coding in [11]. In this paper, we
modify the previous model for estimating the propagated distortion due to the
varying bandwidth allocated to the reference frame in L-FGS. Moreover, we add
in the correlation between the propagated distortion and the distortion intro-
duced in the current frame to the overall R-D model instead of assuming they are
independent. This is the major difference from our previous works. The entire
system is a combination of offline and online processes. During the offline stage,
we perform the L-FGS encoding and collect the necessary feature information
for the later online R-D estimation. At the online stage, given the transmission
bandwidth at that time, we can quickly estimate the R-D curves of a sequence
of consecutive video frames based on the proposed R-D model. An excellent
property of our proposed R-D model is that even when applying the model for
a long video sequence without any update of the actual distortion values, the
estimation error is still very small and the error is not accumulated. Experimen-
tal results show that the estimated distortion matches the actual distortion very
well under different channel conditions.

2 Overview of Leaky Prediction Based FGS

Using symbol definitions in Table 1, in a typical L-FGS system, the base layer
residue eB(n, i) is obtained by

eB(n, i) = F (n, i) − F̂B(n − 1, j), (1)

where F̂B(n − 1, j) is the motion-compensation reference frame. eB(n, i) and
motion vectors are compressed into the base layer. The base layer reconstruction,
F̂B(n, i), is given by

F̂B(n, i) = F̂B(n − 1, j) + êB(n, i), (2)

which is stored in the buffer for the encoding of the next frame. After the pre-
diction from the base layer, the enhancement layer data can be represented as

FE(n, i) = F (n, i) − F̂B(n, i)
= F (n, i) − F̂B(n − 1, j) − êB(n, i). (3)

In the baseline FGS [1], the enhancement layer data is directly compressed
into the enhancement layer, i.e,

eE(n, i) = FE(n, i). (4)

However, in the L-FGS, the high quality reference frame is introduced in the
enhancement layer with a leaky factor αn, which can be written as

GE(n, i) = F̂B(n, i) + αnF̂ p
E(n, i), (5)

where αn ∈ [0, 1]. Note that only the partial data of the reconstructed enhance-
ment layer frame is used as the reference frame, similar to the partial prediction
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Table 1. The symbol definitions.

F (n, i) : The original value of pixel i in the n-th video frame.
F̃ (n, i) : The received high quality value of pixel i in the n-th video frame at

the decoder.
F̂B(n, i) : The base layer reconstruction value of pixel i in the n-th video frame

in the base layer prediction loop at the encoder.
GE(n, i) : The high quality reference frame used in the enhancement layer

prediction loop.
eB(n, i) : The base layer residue value of pixel i in the n-th video frame
êB(n, i) : The reconstructed base layer residue.
FE(n, i) : The enhancement layer data after the prediction from the base layer
F̂E(n, i) : The reconstructed enhancement layer data in the enhancement layer

prediction loop at the encoder.
F̃E(n, i) : The reconstructed enhancement layer data at the decoder.
F̂ p

E(n, i) : The partial data of the reconstructed enhancement layer data, which
is used in the enhancement layer prediction loop at the encoder.

F̃ p
E(n, i) : the partial data of the reconstructed enhancement layer data, which

will be used in the enhancement layer prediction loop at the decoder.
eE(n, i) : The enhancement layer residue after all the predictions, including

the predictions from both the base layer and the enhancement layer.
êE(n, i) : The reconstructed enhancement layer residue at the encoder.
ẽE(n, i) : The enhancement layer residue received at the decoder.

in [4]. This is for a further tradeoff between the coding efficiency and the robust-
ness to drift errors.

The redundancy is further removed by subtracting êB(n, i) from the the dif-
ference between F (n, i) and GE(n−1, j), and the resulted residue is compressed
into the enhancement layer. This enhancement layer residue eE(n, i) can be ex-
pressed as

eE(n, i) = F (n, i) − êB(n, i) − (F̂B(n − 1, j) + αn−1F̂
p
E(n − 1, j)) (6)

Combining with Eqn. (3) , we simplify eE(n, i) as

eE(n, i) = FE(n, i) − αn−1F̂
p
E(n − 1, j) (7)

Correspondingly, the enhancement layer reconstruction at the encoder is

F̂E(n, i) = αn−1F̂
p
E(n − 1, j) + êE(n, i), (8)

which will be stored in the buffer for the encoding of the next enhancement layer
frame at the encoder.

Similarly, as in [4], the high quality reference frame can also be employed
in the base layer to further improve the coding efficiency of the base layer.
However, in this paper, we only consider introducing the temporal prediction in
the enhancement layer, and keep the same encoding scheme in the base layer as
the baseline FGS. In addition, we assume that the bandwidth is always enough
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for transmitting the entire base layer and thus the truncation for rate adaptation
only happens in the enhancement layer. H.263+ instead of MPEG-4 is employed
to encode the base layer for simplicity. We only consider encoding video sequences
with a pattern of one I-frame followed by all P-frames and TMN8 is used as the
rate control scheme for the base layer. The L-FGS enhancement layer is encoded
bitplane by bitplane, the same as that in the MPEG-4 FGS.

3 Proposed R-D Model

Since we assume the entire base layer of L-FGS can be transmitted without
having any distortion, the overall distortion D(n) between F (n, i) and F̃ (n, i)
is actually the same as the distortion between FE(n, i) and F̃E(n, i). F̃E(n, i) is
essentially a random variable and thus D(n) can be expressed as

D(n) = E{[FE(n, i) − F̃E(n, i)]2}
= E{[FE(n, i) − (αn−1F̃

p
E(n − 1, j) + ẽE(n, i))]2}

= E{[(FE(n, i) − αn−1F̂
p
E(n − 1, j) − ẽE(n, i)) +

αn−1(F̂
p
E(n − 1, j) − F̃ p

E(n − 1, j))]2} (9)

From Eqn. (9), we can see that the distortion D(n) comes from two parts,
i.e., the distortion produced by truncating bits in the current enhancement layer
frame, denoted as DI(n), and the distortion propagated from the previous frame
due to the leaky prediction, denoted as DP (n − 1). DI(n) and DP (n − 1) are
defined as

DI(n) = E{[FE(n, i) − αn−1F̂
p
E(n − 1, j) − ẽE(n, i)]2}, (10)

DP (n − 1) = E{[F̂ p
E(n − 1, i) − F̃ p

E(n − 1, i)]2}. (11)

Similar to [10], we assume that

E{[F̂ p
E(n − 1, j) − F̃ p

E(n − 1, j)]2} = ρn−1DP (n − 1), (12)

where ρn−1 is a constant describing the motion randomness of the video scene.
Through extensive experiments, we found that DI(n) and DP (n − 1) are not
independent, and D(n) can be approximately composed as

D(n) = DI(n) + α2
n−1ρn−1DP (n − 1) + (an + bn

√
DI(n))

√
DP (n − 1), (13)

where an and bn are the constants, and the third term corresponds to the cor-
relation between DI(n) and DP (n − 1).

DI(n) can be calculated using the similar method employed in [7,11], i.e.,
the linear interpolation technique, which can be performed at the offline stage.
It is not easy to compute DP (n − 1) since it depends on the bits allocated to
the (n − 1)-th enhancement layer frame and the bits used for the partial leaky
prediction. There are two situations.
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(1) The amount of the allocated bits is smaller than that for the partial leaky
prediction, i.e., F̃E(n − 1, i) = F̃ p

E(n − 1, i). In this case, D(n − 1) can be ap-
proximated as

D(n − 1) = E{[FE(n − 1, i) − F̃ p
E(n − 1, i)]2}

= E{[FE(n − 1, i) − F̂ p
E(n − 1, i) + F̂ p

E(n − 1, i) − F̃ p
E(n − 1, i)]2}

= E{[FE(n − 1, i) − F̂ p
E(n − 1, i)]2} + E{[F̂ p

E(n − 1, i) − F̃ p
E(n − 1, i)]2}

+(cn−1 + dn−1

√
E{[FE(n − 1, i) − F̃ p

E(n − 1, i)]2})

= E{[FE(n − 1, i) − F̂ p
E(n − 1, i)]2} + DP (n − 1) +

(cn−1 + dn−1
√

D(n − 1)), (14)

where cn−1 and dn−1 are two constants. Therefore, DP (n − 1) is calculated as

DP (n − 1) = D(n − 1) − E{[FE(n − 1, i) − F̂ p
E(n − 1, i)]2} −

(cn−1 + dn−1
√

D(n − 1)). (15)

Note that the value of E{[FE(n − 1, i) − F̂ p
E(n − 1, i)]2} can be computed in the

offline stage.
(2) The amount of the allocated bits is larger than or equal to that for the partial
leaky prediction. Thus, DP (n − 1) can be calculated as

DP (n − 1) = E{[αn−2F̂
p
E(n − 2, j) − αn−2F̃

p
E(n − 2, j)]2}

= α2
n−2ρn−2DP (n − 2). (16)

4 Experimental Results

In this section, we conduct experiments to test the accuracy of the proposed R-
D model. The experiments are performed on two QCIF format video sequences.
The first video sequence is the Foreman sequence with 300 frames, which contains
large facial movements and camera panning at the end. The second one is the
Akiyo sequence with 300 frames, which contains low activity (slow motion). Both
video sequences are coded at 10 fps. The base layers are coded at 32 kbps for
the Foreman sequence and 16 kbps for the Akiyo sequence, respectively. In the
enhancement layer encoding of the Foreman sequence, for each frame, an amount
of 16 kbits is used in the partial prediction with a leaky factor of 0.7. For the
Akiyo sequence, an amount of 11 kbits is used in the partial prediction with a
leaky factor of 0.8 for each frame.

Figures 1 and 2 show the results of the distortion estimation in the case
of having constant channel bandwidth. The difference between the estimated
distortion values and the actual distortion values is very small, maximally 1.55
and 0.9 in Figs. 1 and 2, respectively. Fig. 3 shows the results at a time-variable
channel condition. Again, it can be observed that the estimation error is almost
not noticeable. Note that the estimated distortions are calculated completely
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Fig. 1. Distortion estimation results for QCIF Foreman video sequence coded at a
fixed total bandwidth. Left: QCIF Foreman at 64 kbps. Right: QCIF Foreman at 128
kbps.
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Fig. 2. Distortion estimation results for QCIF Akiyo video sequence coded at a fixed
total bandwidth. Left: QCIF Akiyo at 48 kbps. Right: QCIF Akiyo at 80 kbps.
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Fig. 3. Distortion estimation results for QCIF Foreman video sequence coded at a
variable total bandwidth. Left: Time-variable available bandwidth. Right: Distortion
estimation results.
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based on the proposed R-D model without any update from the actual distortion
values. These experimental results demonstrate the accuracy of our proposed
R-D model.

5 Conclusions

In this paper, we have proposed an accurate R-D model for the leaky prediction
based FGS video coding. Our proposed R-D model have taken into consider-
ation both the distortion introduced in the current frame and the propagated
distortion due to leaky prediction. The experimental results have demonstrated
the accuracy of the proposed R-D model. Our future work will focus on applying
the proposed R-D model for the optimal bit allocation in L-FGS video coding.
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Abstract. In this paper, a design technique of JPEG quantization ta-
ble is proposed for photos with face whose size is 128× 128 in wireless
handset. The small size images may have different characteristics from
the large images used in PC. Also, the photos with face have their own
characteristics. From these two facts, new quantization table design is
proposed in this paper. The quantization tables are derived from R-D
optimization for the photos with face and it is shown that the proposed
quantization tables have good performances for size and quality. In R-D
optimization, the obtained quantization table is image-specific and can-
not be applied to other images. In the proposed method, the quantization
tables are obtained from various photo samples and final table is gotten
as average of them. This makes the final quantization tables applied to
other photos with face. Also, it is possible to control the quality factor
based on the interpolation of high quality quantization table and mid-
dle quality quantization table. Simulation results show that the obtained
quantization table makes the compressed file size small and the image
quality improved in general cases.

1 Introduction

Multimedia technology is essential for the saving and transmission of informa-
tion and is widely used according to the development of communications. For
image compression technology, there are various standards. Especially in still
image coding, JPEG [1] becomes a de facto standard. JPEG is adopted various
areas such as PC, digital camera, broadcasting and so on. According to the de-
velopment of wireless communication, JPEG is utilized in wallpaper or photo
services. JPEG is also a standard codec for 3GPP [5] and 3GPP2 [6]. Almost
of handsets will use JPEG and the usage of JPEG will increase in proportion
to the development of camera module in handset. Due to some restrictions of
handset such as memory limitation, low CPU processing power, narrow network
bandwidth, implementation of JPEG player in handset is different from that of

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 681–688, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



682 G.-M. Jeong et al.

PC. JPEG player in handset must be fast and the contents size should be small.
Low bit rate coding should be made for wireless internet service. More than
the porting environment such as memory and CPU, the characteristics of image
with small size in handset is different from that of PC. The LCD size is small
in handset and the contents provider should resize the contents according to the
LCD. This makes the DCT frequency distribution in 8×8 block change. Roughly
speaking, the contents now serviced in handset have more high frequency com-
ponents than that of PC. Considering these characteristics of images in handset,
a new quantization table design method is proposed in this paper especially for
the photos with face. An optimal quantization table can be obtained using the
R-D optimization technique [2] for one image. In R-D optimization, one quan-
tization table is obtained per one image and it is difficult to apply it to other
images. In this paper, the images are restricted to the photos with face for a size
128×128. The quantization tables are calculated for various photo samples with
R-D optimization. The final tables for quality 75 and quality 50 are obtained as
averages of those quantization tables respectively. Considering these two tables
corresponding to quality 75 and quality 50, the quality control can be done with
interpolation. The final quantization tables are applied to the JPEG player for
photos with face. The test results with the proposed method applied in IJG
JPEG source show that the compressed file size is smaller and the image quality
is better than the results with the default JPEG quantization table in general
cases. The remainder of this paper is organized as follows. In Section 2, the char-
acteristics of handset images and R-D optimization are briefly summarized. In
Section 3, the quantization table selection algorithms are proposed. In Section
4, test results are presented and the conclusion follows in Section 5.

2 The Characteristics of Handset Images
and R-D Optimization

2.1 The Characteristics of Images in Handset

Usual handsets in Korea have a LCD with a size 128×160. High-end handsets for
MPEG 4 services have a 176×200 or 176×220 LCD. In this paper, the LCD size
128×160 is considered. In 128×160 LCD, the wallpaper images have a size with
128×128. In this paper, quantization tables are designed for 128×128. For wall-
paper of handset, the image codecs such as SIS [7], JPEG, MPEG etc. are used
in Korea. For photo images, JPEG is mostly used since the user takes a picture
with JPEG in handset and sends the image with JPEG. The characteristics for
128×128 images in handset may be different from those of PC images. Based on
these differences of characteristics, some quantization table may have a better
performance than the default quantization table in JPEG. If it is assumed that
the images in PC have a size 512×512, the images in handset have a size with
128×128 and the horizontal size and vertical size are 1/4 of PC images respec-
tively. Let us consider the photo image Fig. 1. In Fig. 1, the original images are
displayed for 512×512 and 128×128 respectively and the left-lower 8×8 blocks
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Fig. 1. Display in PC / handset and the left lower 8×8 blocks

are displayed. As shown in left-lower blocks, if we resize the 512×512 images into
128×128 images, the frequency distributions in the images can change for 8×8
block. That is, the high frequency components may increase in 8×8 block. In
JPEG compression, quantization table makes high frequency coefficients nearly
zero. However as in Fig. 1, 128×128 images may have more high frequency com-
ponents than 512×512 images. This means that the default JPEG quantization
table may perform bad for small images and some quantization tables which
compensate for high frequency may have better performance. Also, the photos
with face consist of background and face as Fig. 1. The frequency distribution
of them is different from that of general images.

In this paper, considering these points, quantization tables are designed for
photos with face in handset with 128×128 LCD. The implementation is based
on IJG JPEG open source [3]. The quantization table design is done for Arai
methods [4] in IJG source.

2.2 R-D Optimization

R-D optimization is an algorithm to efficiently optimize rate-quality. In R-D
optimization, objective function is given as

D(Q) + λR(Q) (1)

where λ is an Lagrange multiplier, D, R, Q denote the distortion, rate, quanti-
zation table, respectively. The objective function (1) is minimized according to λ
and quantization table Q. The R-D optimization can be summarized as follows:
(1) Set λ = 0.
(2) Increase the each component of quantization table and find the optimal Q
which minimizes the R-D function (1).
(3) Increase λ by δ and repeat Step 2.
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(4) Repeat Step 3 until λ reaches λmax.
(5) Plot R-D curve according to the variation of λ and find λ which is tangen-
tial to that curve with λ slope. At this time, the λ is the optimal λ and the
quantization table is an optimal quantization table.

3 Quantization Table Design

3.1 Quantization Table Selection Using R-D Optimization

R-D optimization is an algorithm to efficiently optimize rate-quality tradeoffs in
an image-specific way. However, to obtain a quantization table, R-D optimization
is image-specific and it requires too much time. Due to the timing issues, it
cannot be applicable to real services. Even for the cases encoding in PC, it takes
too much time for obtaining quantization table and it cannot be utilized. As
shown in Section 2, the images serviced in handset have characteristics different
from those of PC. The default JPEG quantization table may perform bad for
small images and some quantization tables which compensate for high frequency
may have better performance. Since R-D optimization is an image-specific way,
for the fast processing, we consider only photos with face for image size 128×128.
It is assumed that the photos with face have similar characteristics each other.

Fig. 2. Examples of typical images

In this paper, for low bit rate coding in wireless handset, the quantization
table design is based on R-D optimization and the quality control is also
done with two quantization tables Q75 and Q50. For low bit rate coding, the
proposed algorithms in this paper are as follows:
(1) The photos with face now serviced in wireless handset are searched. Typical
100 images are selected. Some typical images are shown in Fig. 2.
(2) Each image is compressed with image quality 75 (50).
(3) For each image, find Rmin75(Rmin50), Rmax75(Rmax50), respectively.
(4) 4. For each image, calculate (Rmin75 + Rmin50)/2 and find quantization
tables Q75 (Q50) corresponding to (Rmin75 + Rmin50)/2 as shown in Fig. 3.
(5) 5. The final quantization table Q75 (Q50) for quality 75 (50) as an average
of the quantization tables in step 4.
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Fig. 3. Quantization table selection for image quality 75 and 50 for each image

Fig. 4. Final quantization table selection for image quality 75 and 50

Fig. 3 shows the quantization table selection algorithms briefly. After quan-
tization table is selected for one image, the final quantization table is calculated
as an average as in Fig. 4.

The images in Fig. 2 are the examples of the typical images. The quantization
tables are calculated from the images in Fig. 2 using the proposed algorithms.
Table 1 shows the final quantization table Q 75 for quality 75 and Table 2 shows
quantization table Q 50 for quality 50.

In JPEG compression, the compression gain is obtained from the loss of high
frequency and in a default JPEG quantization table the values becomes larger
for high frequencies. As shown in Table 1 and Table 2, the values of the proposed
quantization tables are uniform for all frequencies. It may be because the images
serviced in handset may have more high frequency components than the images
in PC.
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Table 1. IJG’s and proposed quantization tables for quality 75

8 6 5 8 12 20 26 31
6 6 7 10 13 29 30 28
7 7 8 12 20 29 35 28
7 9 11 15 26 44 40 31
9 11 19 28 34 55 52 39
12 18 28 32 41 52 57 46
25 32 39 44 52 61 60 51
36 46 48 49 56 50 52 50

11 10 9 9 7 11 9 9
10 9 8 8 9 11 9 11
10 10 10 9 10 11 10 11
10 10 8 12 11 12 9 11
9 8 9 11 11 12 9 9
8 9 10 10 10 11 9 11
9 9 9 10 10 10 10 11
13 11 12 11 8 11 15 13

Table 2. IJG’s and proposed quantization tables for quality 50

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

37 28 29 26 23 26 23 25
33 34 25 32 31 34 22 26
36 25 36 27 41 27 29 25
30 43 25 40 32 41 23 25
43 18 42 15 37 22 24 22
22 38 20 39 30 31 17 20
40 18 35 27 40 23 26 23
31 33 31 46 22 30 21 31

3.2 Quality Control with Interpolation

In JPEG compression, the quality control is done using quality factor. It is
possible to control the image quality and the file size using quality factor. In
wireless handset, it is also important to control the quality factor due to the
low bit rate coding. In this paper, the quality control is done from quality 50 to
quality 75 based on the interpolation of quantization table between Q75 and Q50.

4 Results

The calculated Q 75 and Q 50 are implemented in IJG JPEG source. The test
is divided into two parts. The first test is for the 100 typical images. Though
Q75 and Q50 are obtained from those images, Q75 and Q 50 may not match
these images since the quantization tables are averages. In Test 1, the quality
and size are checked with Q75, Q50 and Q60. It should be noted that Q 60 is
an interpolation from Q75 and Q50. The second test is for general images which
are not included in the typical images.

4.1 Tests with Typical Images

Table 3 shows the results for the typical 100 images. At quality 75, in 76 images,
quality is better and size is smaller than the results of IJG. In some images,
size or quality is bad. However, there is no image in which both quality and size
is bad.
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Table 3. Results for 100 typical images

Rate All good Size bad PSNR bad All bad

Quality 75 76 10 14 0
Quality 60 60 22 18 0
Quality 50 46 22 32 0

4.2 Tests with Other Images

Test 2 is done for other images not including in typical images. Fig. 5 shows the
images used in this test.

Fig. 5. Images for test 2

As shown in Fig. 5, The former 3 images are general test images such as jet
plane, barboon, car. The other 3 images are photos with face.

As in Table 4, the results for general test images (image 1, image 2 and image
3) are not so good. However, the results for photos with face (image 4, image 5
and image 6) are similar to that of test 1. For all images, the compressed image
size is smaller that that of IJG. The image quality is better in image 4 and 5. In
image 6, the image quality is a little bad.

In the results of test 1 and test 2, the proposed quantization table Q 75
and Q 50 performs better in size and quality than IJG quantization table for
the photos with face. Generally R-D optimization technique consumes too much
time, while the proposed method calculates the quantization table beforehand
and the processing time is fast.

Table 4. Results for other images

Q75 Q50
Size (bytes) PSNR (dB) Size (bytes) PSNR (dB)

Image 1 4085 4023 28.3721 29.2781 2707 3050 26.4979 27.8523
Image 2 5570 6034 25.2746 26.3322 3563 4623 23.4113 24.9886
Image 3 4643 4750 27.0398 27.8950 3105 3625 25.2871 26.5651
Image 4 4081 3725 30.8251 31.0861 2768 2644 29.0674 29.2420
Image 5 4021 3619 30.1237 30.2451 2714 2558 28.5917 28.5945
Image 6 3211 2566 30.8407 30.5631 2192 1773 29.4386 28.9465
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5 Conclusion

In this paper, we have proposed a quantization table design technique for photos
with face in wireless handset. For the images with size 128×128, new quantiza-
tion table is proposed for the improvement of image quality and compression
ratio. The photos with face whose size is 128×128 have their own characteris-
tics different from general images in PC. Considering these characteristics, new
quantization table is designed. The proposed method is derived from the well-
known R-D optimization. Using R-D optimization, though the image specific
quantization tables can be obtained, the all processing takes too much time and
it cannot be applicable to real implementations. In the proposed method, new
quantization tables are acquired beforehand from the typical images and applied
to the JPEG player. Thus, the proposed method can achieve good performance
in the sense of fast processing, small size and good image quality. To get the
quantization tables, at first step, the image specific quantization tables corre-
sponding to quality 75 and quality 50 are calculated. Next, the final quantization
table Q75 and Q50 are obtained as an average of those tables respectively. Test
results show that the proposed quantization tables have better performance than
those of JPEG quantization tables in the sense of image size and image quality
for photos with face whose size is 128×128.
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Abstract. Video transcoding to the low bitrate creates drift error
caused by quantization, motion vector mapping, and texture downsiz-
ing. In this paper, we propose a drift reduction technique for spatial
resolution reduction transcoding. The proposed technique uses adaptive
motion mapping and refinement for avoiding the generation of the drift
error and forced skipping of macroblock encoding for terminating the
propagation of drift error. Experimental results show that proposed
technique can preserve image quality while transcoding to the low
bitrate.

Keywords: Video adaptation, Transcoding, Drift error reduction.

1 Introduction

Recently, MPEG initiated a standardization for the digital item adaptation on
the various terminal capabilities, network conditions, and preferences of user [1].
In this aspect, the video transcoding is an efficient mechanism to deliver visual
contents to a variety of users who have different network conditions or terminal
devices with different display capabilities.

Video transcoding is a process to convert one format to another with dif-
ferent properties which include frame size, frame rate, bit rate, and syntax [2].
Especially, the spatial resolution reduction (SRR) transcoding is a useful video
transcoding method when the target bitrate is low or the clients have small dis-
play capabilities. The major problem of the SRR video transcoding is the picture
quality degradation that comes from drift error. The drift error refers to the con-
tinuous decrease in picture quality that occurs when the reconstructed pictures
in the encoder and the decoder are not exactly the same. An analysis provided
in [3] identifies the sources of drift error as the mismatch of quantizer and mo-
tion vector (MV) between source decoder and target encoder. Especially, MV
mapping (MVM) used to obtain the downscaled MV’s is the prominent source
of drift error in the SRR transcoding since the MV’s obtained in the inaccurate
MVM process are used for the motion compensation at the target encoder.
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Many researches have been conducted on video transcoding to remove the
drift error [3]-[6]. The drift error can be eliminated by using the intra refresh
method which interleaves intra frames or intra macroblock’s (MB’s) in the bit-
stream at certain intervals [3]. However, the intra refresh method is not proper
to the low bitrate (LBR) video transcoding since the insertion of intra coded
MB’s or frames increases the bitrate of the encoded bitstream. In [4], an adap-
tive MV resampling method is proposed to compensate the drift error. The MV
resampling method is a useful technique to enhance the picture quality without
the use of the intra coded information. However, the performance of the MV
resampling method highly depends on the accuracy of the resampled MV since
the inaccurately resampled MV leads to the degradation of transcoded picture
quality. In [5]-[6], the MV refinement (MVR) method is used to solve the drift
error problem by improving the accuracy of the MV.

In this paper, we propose a drift reduction (DR) technique for the SRR
transcoding. The proposed DR technique uses adaptive motion mapping and
refinement (AMMR) and forced skipping of MB encoding (FSMBE). The AMMR
method can significantly reduce the drift error by improving the accuracy of the
downscaled MV’s. The FSMBE method is used to terminate the propagation
of the drift error by using the MB’s encoded with the skip mode (or skipped
MB’s). Unlike the intra refresh method, the FSMBE method does not increase
the bitrate of the transcoded bitstream.

The rest of the paper is organized as follows. In Section 2, the proposed DR
technique is described in detail. The experimental results and conclusions are
given in Section 3.

2 Proposed Drift Reduction Technique

Fig. 1 shows the architecture of the proposed video transcoding system. The
proposed transcoder reduces the spatial resolution of the input sequence by a
factor of 2 and generates the MV for the downscaled frame. The transcoded
information is transferred to the target encoder and encoded to generate the
compressed bitstream. In the proposed transcoder, the AMMR unit selects the
precise MV for the downscaled MB and refines the selected MV by using an
adaptively changing search range in the downscaled frame. The FSMBE unit
selects the MB’s to be encoded with a skip mode to terminate the propagation
of drift error. The skipped MB’s are served as the intra coded MB’s at the
decoder since the decoder copies the collocated MB’s in the reference frame to
reconstruct the skipped MB’s. Next, we describe the proposed DR technique in
detail.

2.1 Adaptive Motion Mapping and Refinement (AMMR)

In SRR transcoding, a group of four 16 × 16 MB’s in the original frame cor-
responds to one 16 × 16 MB in downsized frame. Thus, MVM is required to
allocate an MV for the downscaled MB. However, the simple MVM method
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such as MVM by averaging or median in [5] may generate inaccurate MV’s due
to the variety of MV and MB types. For example, in Fig. 2 (a), the top left MB
has two MV’s since the MB is encoded with the field MV type, and the top right
MB has 8×8 MV type. The bottom left MB has two MV’s; the forward MV and
the backward MV. The bottom right MB is the intra coded MB with no MV.
Therefore, various MB and MV types must be considered in the MVM process
to allocate an MV for the downscaled MB.

For the the downscaled MB, the proposed AMMR method selects an MV
that produces the minimum prediction error. The AMMR method consists of
representative MV (RMV) extraction, base MV (BMV) extraction, and BMV
refinement processes as shown in Fig. 2. In the first step, RMV extraction is
performed to make a single MV for each MB in the original frame since the MB
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Fig. 2. Adaptive motion mapping and refinement method (a) example of MB & MV
types, (b) RMV extraction, (c) BMV extraction, (d) BMV refinement
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may have multiple MV’s or no MV as shown in Fig. 2 (a). The RMV is obtained
by selecting an MV minimizing the prediction error among the multiple MV’s
of the MB, i.e.,

−→V k

RMV = arg min−→V∈S

⎛⎝ 1
N

N−1∑
j=0

∣∣∣P k
j − Rk

j (−→V)
∣∣∣2
⎞⎠ , (1)

where −→
V

k

RMV is the RMV of the kth MB, S is the set of MV candidates, N
is the number of pixels in the MB, the P k

j is the pixel in the kth MB, and
Rk

j (−→V ) is the pixel in the reference MB predicted with −→
V . Table 1 summarizes

the MV candidates for different MB and MV types. The zero MV (−→V 0) is used
for the RMV of the intra-coded and skipped MB’s since these MB’s do not
take MV’s. For the forward MB with the field MV type, the RMV is selected
from the set S = {−→

V 0,
−→
V t,

−→
V b,

−→
V avg}, where −→

V t is the top-field MV, −→
V b is the

bottom-field MV, and −→
V avg is the average of all the candidate MV’s in the set.

For the bidirectional MB with frame MV type, the RMV is selected from the set
S = {−→

V 0,
−→
V fwd,

−→
V bwd,

−→
V avg}, where −→

V fwd and −→
V bwd represent the forward and

backward MV’s, respectively. For the backward MB type, the MV candidates
are first reversed and then the RMV is selected from the reversed candidate set.

Table 1. Sets of MV candidates for different MB types

MB type Frame MV type Field MV type

Skipped/Intra −→
V 0

−→
V 0

Forward −→
V 0,

−→
V fwd

−→
V 0,

−→
V t,

−→
V b,

−→
V avg

Backward −→
V 0, −−→

V bwd
−→
V 0, −−→

V t, −−→
V b, −−→

V avg

Bidirectional −→
V 0,

−→
V fwd,

−→
V bwd,

−→
V avg

−→
V 0,

−→
V t,

−→
V b,

−→
V avg

In the second step, the BMV is extracted for the downscaled MB as shown
in Fig. 2 (c). The BMV is the MV that produces the minimum prediction error
among the four RMV’s, and given by

−→V k

BMV = arg min−→V∈SR

⎛⎝ 1
N

N−1∑
j=0

∣∣∣P̂ k
j − R̂k

j (−→V)
∣∣∣2
⎞⎠ , (2)

where −→
V

k

BMV is the BMV of the kth MB in the downsized frame, SR is the
set of the RMV’s, the P̂ k

j is the pixel of the kth MB in the downsized frame,
and R̂k

j (−→V ) is the pixel in the reference MB predicted with −→
V in the downsized

frame.
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Finally, the BMV is refined to achieve the enhanced coding efficiency and
picture quality of the transcoded frame. To reduce the computation, we refine
the BMV only for the MB’s with large mean square error (MSE) as follows:⎧⎨⎩BMV refinement, εi > Tu

No refinement, otherwise
, (3)

where εi is the MSE of the ith MB and Tu is a threshold for the BMV refinement.
We set Tu to be equal to the average of all εi’s. For the selected BMV to be
refined, the search range is calculated as follows:

Sk =
⌊

εi

εmax
× Smax + 0.5

⌋
, (4)

where Sk is the search range to refine the BMV of the kth MB, εmax is the
maximum MSE, and Smax is the maximum search range to be determined em-
pirically. Figure 3 shows an example of the MSE of each MB for a certain frame
of the “Foreman” sequence. The proposed AMMR method refines the BMV only
for MB’s with MSE greater than the Tu.
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Fig. 3. Thresholds for AMMR and FSMBE

2.2 Forced Skipping of MB Encoding (FSMBE)

As described in Section 1, the intra refreshing is an useful method to terminate
the propagation of drift errors. Under the low bitrate constraints, however, the
intra refreshing method degrades the quality of transcoded video since too many



694 J.-S. Lee et al.

bits are consumed by the intra coded MB’s [3]. To solve this problem, we pro-
pose the FSMBE method that can remove the drift error propagation without
increasing the bitrate of the transcoded bitstream.

In the transcoding process, the FSMBE method assigns the skip mode to
MB’s with small MSE. At the decoder, the skipped MB is copied from the
collated MB in the reference frame. Since the copied MB is served as the intra
coded MB, the drift error can be removed. As shown in Fig. 3, the FSMBE
method skips the MB encoding whenever the MSE is smaller than threshold Tl

given by

Tl =
1
M

M∑
k=1

{εk | εk < εf and −→v k = 0}, (5)

where M is the number of MB’s whose εk < εf and −→v k = 0. Note that the
skipped MB has −→v k = 0 since the MB is copied from the collocated MB in the
reference frame at the decoder.

As in the video coding standards such as MPEG-4 and H.263, the FSMBE
allocates only one bit for the skipped MB. That is, no bit is consumed to encode
the MV and DCT coefficients for the skipped MB. The FSMBE method can
allocate the extra bits saved by the aforementioned skipped mode for the other
non-skipped MB’s in the frame, achieving the enhancement of the transcoded
picture quality.

3 Experimental Results and Conclusions

The SRR transcoding from MPEG-2 to H.263 is used to evaluate the perfor-
mance of the proposed DR technique. The four test sequences, “Foreman”, “Ste-
fan”, “Table tennis”, and “Silent”, with CIF resolution (352×288) are encoded to
produce the MPEG-2 bitstreams of 1.15 M bps with 30 frames in GOP (N = 30)
and 3 frames in sub group (M = 3). The input MPEG-2 bitstream is transcoded
to H.263 bitstream of 64 Kbps with 15 fps.

The performance of the AMMR method is compared with that of the MVM
by averaging (MVMA) and MVM by median (MVMM) methods in [5]. Fig. 4
shows the transcoded picture quality in terms of PSNR. For the MVR process of
MVMA and MVMM, the full-scale motion estimation is applied with the search
range of ±2. As shown in Fig. 4, the proposed AMMR method achieves higher
picture quality since it provides more accurate MV’s for the SRR transcoding
than the MVMA and MVMM methods.

The performance of the proposed FSMBE method is compared with that of
the intra refresh (IR) method in the H.263 video coding standard [8]. In the
IR method, each MB has a counter that is increased if the MB is encoded in
the inter coding mode. If the counter reaches a threshold T = 1/β where β is
the intra refresh rate, the MB is encoded with the intra coding mode and the
counter is reset to zero. If β = 1, all the MB’s are encoded with the intra coding
mode. Table 2 shows that the proposed FSMBE method achieves higher picture
quality with lower bitrate than the IR method with various β’s. The IR method
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Fig. 4. Comparison of PSNR corresponding to the test sequence (a) Foreman, (b)
Silent

Table 2. The performance of FSMBE (PSNR [dB], Bitrate [Kbps])

IR (β = 0.1) IR (β = 0.01) IR (β = 0.002) FSMBE

Test sequence dB Kbps dB Kbps dB Kbps dB Kbps

Foreman 29.3 8.8 29.9 8.8 29.9 8.8 30.1 8.7

Stefan 22.7 11.3 22.8 10.9 22.8 10.9 23.2 10.4

Table tennis 30.2 8.9 30.7 8.9 30.7 8.9 31.0 8.8

Silent 32.2 8.6 32.9 8.6 32.9 8.6 33.0 8.5
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shows the lowest PSNR and highest bitrate at β = 0.1 since the IR method
consumes many bits for the intra coded MB’s under the low bitrate constraint.
Even with the very small intra refresh rate, e.g., β = 0.002, the IR method
exhibits lower picture quality and higher bitrate as compared with the proposed
FSMBE method.

From the experimental results, it is seen that the proposed DR technique is
the useful method to remove the drift error with the improved picture quality in
the SRR transcoding. The proposed AMMR method can avoid the generation
of the drift error. The FSMBE method terminates the propagation of drift error
without increasing of bitrate.
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Abstract. In order to obtain a low-cost, low-power consumption and small sized
digital home processing center, especially for multimedia applications, we propose
a scalable wallet-size cluster computing system in this paper. Such system uses
low-cost, low-power consumption and small sized microprocessors as computing
nodes to form a cluster system.
The main reason why we are interested to investigate and build such system is to
increase the computing power and to accelerate the H.264 video processing. We
analyzed the H.264 decoder scheme and distributed the most heavy-load compu-
tations in the decoder scheme to each computing node (or microprocessor) of the
cluster system for the processing of signals, in parallel. To run multimedia applica-
tions in this cluster system, an efficient real-time video processing is implemented.

Keywords: MultimediaApplications, PC Cluster Systems, Low-Power Consump-
tion

1 Introduction

Multimedia applications typically require heavy load computations for large amount of
data. An emerging video coding standard named H.264 or MPEG-4 Part 10 aims to code
video sequences at approximately half the bit rate when compared to MPEG-2 at the
same quality. Such video coding standard also aims to have significant improvements in
coding efficiency, error robustness and network friendliness.

For instance, to copy a video with up to 9GB from a DVD to a CD-ROM, it requires
large amount of computing power and time. All the data volume must be reduced to
about twelve-th part of its original size, in order to accommodate in the 700MB of
� This research was supported in part by National Science Council, Taiwan, under grant no.
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limited storage capacity of a CD-ROM. A data compression of this magnitude for digital
video is only possible with the video compression standard MPEG-4. See figure 1 as
illustration of this case. Generally, when a DVD title is converted to MPEG-4 format on
a single PC, the following steps are performed:

Fig. 1. Typical video conversion - single stream.

In order to increase the computing power and achieve higher performance for video
decoding, a full-scale H.264 system decoder using an ARM-based cluster for working
collectively is proposed in this paper. Instead of the traditional PC-based cluster system,
we use the low cost, low power consumption and small sized ARM chip as computing
nodes of a wallet-size cluster system. Additionally, increased computing power of the
proposed wallet-size cluster system is achieved with constant advances in IC technology,
the problem of performing highly complicated multimedia applications in a low-end pro-
cessor can perfectly be solved. Additionally, by applying the SoC technology, the cost,
power consumption, and the size of the cluster computing system can be reduced signif-
icantly. For video coding application, the H.264 standard is selected to be implemented
as video decoder for accelerating the decoding speed using our proposed wallet-size
cluster system.

This paper is organized as follows. In section 2 it is introduced ARM and H.264
background, while in section 3 is shown the architecture of the proposed wallet-size
cluster system. In section 4 is shown how video decoding is processed in this wallet-size
cluster system and finally in section 5, some conclusion remarks are discussed.

2 Background

ARM7TDMI is a 32-bit microprocessor [1]. With excellent performance, area and
low power consumption properties, it is very attractive for embedded applications.
ARM7TDMI is a RISC architecture microprocessor, and its instruction set and related
decoding mechanism are much simpler than those show in CISC architectures. This
simplicity results in a high instruction throughput and impressive real-time interrupt
response from a small die-size, high-performance and cost-effective chip. ARM7TDMI
has three-stage pipelining technique, so that all parts of the processing and memory sys-
tems can operate continuously. It bus interface is unified, that is, 32-bit data bus carries
both instructions and data. The ARM memory interface can allow performance potential
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and without incurring high costs in the memory system. However, ARM7TDMI does
not have an instruction or data cache; and thus, it is mostly used as a controller core
rather than for data processing. See 2 for ARM7TDMI diagram.

Fig. 2. ARM7TDMI architecture diagram.

During late 2001, ISO/IEC MPEG and ITU-T VCEG decided on a joint venture to
wards enhancing standard video coding performance - specifically in the areas where
bandwidth and/or storage capacity are limited. This Joint team of both standard organiza-
tions was named JoinVideo Team (JVT). The standard defined by JVT is H.264/MPEG-4
part 10 and at the present time it is referred to as JVT/H.26L/Advanced Video Coding
(AVC) [3,10].

H.264 can be widely used in video communication servers in IP network and wireless
environment. Its key features when compared to its antecessors are:

– Enhanced motion estimation with variable,
– Enhanced entropy coding,
– Integer block transform,
– Improved in-loop deblocking filter.

The H.264 is an international video coding standard with superior objective and
subjective image quality [4,10], reducing average bit rate of 50%, given fixed fidelity
when compared to any other standard. The main goals of JVT can be summarized as
significant coding efficiency, simple syntax specifications and seamless integration of
video coding into all current protocols and multiplex architectures (network friendliness).
H.264 meets requirements from the various video applications that aims at supporting
video streaming, video conference, over fixed and wireless networks and over different
transport protocols, etc.
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H.264 has grouped its capabilities into profiles and levels - Baseline, Main and
Extended profile. A “profile" is a subset of the entire bit stream of syntax that is specified
by the international standard. Within each profile, there are a number of levels designed
for a wide range of applications, bit rates, resolutions, qualities and services. A “level"
has a specified set of constraints imposed on parameters in a bit stream. It is easier to
design a decoder if the profile, level and hence the capabilities are known in advance.
Baseline profile can be applied to video conferences and video telephony, the main
profile can be applied to broadcast video, and the extended profile can be applied to
streaming media.

3 System Architecture

Figure 3 presents the High Speed Parallel Processing System (HSPPS) architecture. We
use the embedded RISC microprocessor as computing node to form a cluster computing
system [9,6]. A high-speed parallel switching system is also provided to connect each
one of computing nodes of the cluster system. Because embedded systems are not ef-
ficient and sufficient in storage facilities, a Large Storage Disk (LSD) is setup for each
computing node of the cluster system to share and store intermediate/final data. Addi-
tionally, we can setup a cluster middleware to support single system image and high
availability infrastructure. The proposed wallet-size cluster system provides a parallel
programming environment to execute either sequential or parallel applications.

Each computing node of our wallet-size cluster system in current stage of develop-
ment is anARM evaluation board, manufactured by MiceTek Company [7]. The uClinux
operating system is ported to each board and the Message-Passing Interface (MPI) is in-
stalled in each computing node to perform the distributed high-performance processing
of the H.264 video decoding.

Figure 4 shows the experimental scheme of the proposed wallet-size cluster system.
A personal computer is served as a master node to connect to the Internet for outward
communication and manages load balancing among all slave computing nodes. The
master node acts as a NIS/NFS server, while the slave computing nodes are NIS/NFS
clients with RSH service.

4 Video Decoding in Wallet-Size Cluster System

An abstraction of software environment in the proposed wallet-size cluster system is
shown in Figure 4.

The master server node exports its ‘‘user home’’ shared with all slave computing
nodes. As described in the previous section, the H.264 standard consists of Profiles and
Levels. The Profile specifies a set of algorithmic features and limits, that is supported
by all decoders as to that profile. However, users may not require all features provided
by H.264. The encoders are not required to make use of any particular set of features
supported in a profile. Thus, for any given profile, levels generally correspond to pro-
cessing power and memory capability on a codec. Each level may support a different
picture size - QCIF, CIF, ITU-R 601 (SDTV), HDTV, S-HDTV, D-Cinema and data
rate varies from a few tens of kilobits per second (Kbps) to hundreds of megabits per
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Fig. 3. High speed parallel processing system architecture.

Fig. 4. Software in a cluster computing system.
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second (Mbps). The non-integer level numbers are referred as “intermediate levels." All
levels have the same status, but note that some applications may choose to use only the
integer-numbered levels.

Fig. 5. H.264 decoder architecture.

The H.264 standard codec, JM 8.0, is adopted for use in our proposed wallet-size
cluster system. Figure 5 shows the H.264 decoder scheme. The basic functional elements
(prediction, transform, quantization, entropy encoding) are slightly different from pre-
vious standards (MPEG1, MPEG2, MPEG4, H.261 and H.263); the important changes
in H.264 occur in the details of each functional element. The decoder receives a com-
pressed bit stream from the NAL. The data elements are entropy decoded and reordered
to produce a set of quantized coefficients X. These are re-scaled and inverse transformed
to give D’n (this identical to the D’n shown in the Encoder).

Using the header information decoded from the bit stream, the decoder creates a
prediction macro block P, identical to the original prediction P formed in the encoder.
P is added to D’n to produce uF’n, that is filtered to create the decoded macro block
F’n. According to the scheme described, the processing complexity of each module
in the decoder can further be estimated. By using the Intel VTune Performance
Analyzer to analyze the percentage of execution time of each module in the decoder,
when the baseline profile is considered.

The result shown in Figure 6 is obtained by decoding a 4CIF resolution video
with Qstep 30. The most critical time modules are in sequence motion compensation
(41.88%), followed by entropy coding (28.25%), then deblocking (10.48%), and integer
transform (10.33%).

Obviously, by applying the proposed scheme using parallel and distributed process-
ing techniques can speedup the video decoding for fulfilling the real time requirement.
For the purpose of evaluating the performance of such system, H.264 standard codec JM
8.0 is adopted for our experiment to measure the following data: PSNR, bit rate, complex-
ity reduction of the testing sequences, and decoding time. Intel Vtune Performance
Analyzerwas used to measure the computational cost in terms of number of clock cycles
used in each module.
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Fig. 6. The complexity of each module in H.264 decoder.

5 Conclusion

Comparing with the previous standards, H.264 is more flexible and possible to improve
coding efficiency. However, it should be noted that, this is the expense of added com-
plexity to the encoder/decoder. Moreover, it is not backward compatible to the previous
standards.

The level of complexity of the decoder can be reduced by designing the specific pro-
file and level. In this paper, we proposed a scalable wallet-size cluster computing system
with the low cost, small die-area and low power consumption. By clustering the embed-
ded system to increase the computing power, the system can be applied to multimedia
applications to speedup the video decoding for fulfilling the real time requirements. As
future research, we will explore H.264 decoder and the methodology for supporting mul-
timedia communication and buffer management between server and clients. Advances
in evaluating the performance of the overall system will also be performed.

Also as future work, a project to integrate available wallet-size cluster system in the
campus, in a city or on the internet to form a computing farm by using grid technology,
so as way to fully utilize the available and idle systems. Basically, the idea is to develop
a grid computing’s resource broker, to assist users to identify suitable resources on this
specific grid for video conversion or compression, managing efficiently resource usage.
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Abstract. In this paper, we introduce an adaptive motion vector pre-
diction algorithm to improve the performance of a video encoder. The
block-based motion vector can be characterized by the local statistics
so that the coefficients of LS-based linear motion predictor can be op-
timized. However, it requires very expensive computational cost, which
is major bottleneck in real-time implementation. In order to resolve the
problem, we propose the LS-based motion prediction algorithm using
spatially varying motion-directed property, so that the coefficients of the
motion predictor can be adaptively controlled, resulting in the reduc-
tion of computational cost as well as the prediction error. Experimental
results show the capability of the proposed algorithm.

1 Introduction

Motion vector predictor has been used to improve coding efficiency in block-
based video coding by making the probability of difference between the motion
vector and the motion predicted value less variance, so that the transmitted bits
for motion vector difference become smaller [1].

Block-based video coding mechanism including existing video coding stan-
dards uses median filter as the motion predictor due to its simplicity and effi-
ciency [1]-[2]. The median filter having the motion-directed property is a context-
based non-linear prediction, and it has the capability to keep the motion directed
property of neighboring blocks. Also, the median predictor has an advantage on
that the motion vector is reconstructed by the transmitted differential motion
vector and the decoded motion vectors of the neighboring blocks. However, the
median motion predictor uses the limited local information, and therefore it may
lead to large prediction error and variance when the local statistics of neighbor-
ing motion vectors is non-stationary. In such case, the median motion vector
predictor may fail to obtain the optimal differential motion vector, resulting in
the decline of coding efficiency [3]-[5].

The LS (Least Squares)-based prediction produces locally optimal coefficients
by reflecting the spatially varying statistics of motion vector. However, the block-
based LS motion prediction requires compute-intensive operations, and therefore
direct use of LS-based motion prediction may be bottleneck in the applications
for the real-time video delivery.
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In this paper, we propose an adaptive motion vector prediction algorithm to
reduce the computational cost with the reduction of the motion prediction error
by reinterpreting LS-based prediction from the viewpoint of motion-directed
property. The coefficients of the motion predictor are adaptively determined by
incorporation of the spatially varying statistics of motion vectors.

This paper is organized as follows. In Section 2, the LS-based motion predic-
tor is formulated. Section 3 explains the motion-directed property of LS-based
prediction, and the new adaptive motion vector prediction is introduced. Finally,
the experimental results and conclusions are followed in Sections 4 and 5.

2 Problem Formulation

It is well known that the correlation of motion vectors between neighboring
blocks in video coding is very high, and therefore the difference between the real
motion vector and the predicted value is encoded and transmitted to improve
the coding efficiency. MVD (Motion Vector Difference) can be written as

MV D(m, n) = mv(m, n) − m̂v(m, n), (1)

where (m, n) represents the block location, and mv and m̂v denote the real
motion vector and the predicted motion vector, respectively.

The purpose of motion prediction in video coding is to obtain a motion
predicted value which is as close as possible to the real motion vector so that a
certain symbol of the difference between the real motion vector and the predicted
one has very high probability.

Fig. 1. Order of motion vectors (N=12)

In our algorithm, it is assumed that the motion vector is stored in stack
order as shown in Figure 1, where the n-th motion vector mv(n) is consisted
of the horizontal and the vertical components. Each motion vector component
is independently predicted in our algorithm. Motion vector prediction using LS
based linear prediction considers the N nearest causal motion vector neighbors
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by the N -th Markovian property in clockwise order. Then, one-step-ahead linear
prediction can be written as

m̂v(n) =
N∑

k=1

a(k)mv(n − k), (2)

where m̂v(n) and mv(n − k) represent the predicted motion vector and the k-
th prediction neighbor of the n-th block, respectively. Also, the weights a(k)
denotes the k-th linear predictor coefficients.

In general, motion vectors in moving object regions are characterized by
abrupt changes of local statistics, which violates stationary assumption to opti-
mize the coefficients of LS-based linear motion prediction. Therefore, an adaptive
prediction approach is motivated to handle such non-stationary nature of source.
More specifically, it is reasonable to estimate the local statistics such as classical
covariance method under the assumption that the source is locally stationary.
Suppose that the causal window called as “training window” is used to estimate
the covariance, and it contains M = 2T (T + 1) causal motion vector neighbors
as shown in Figure 2.

Fig. 2. Training window

Consider the training window by a M × 1 column vector mv = [mv(n −
1), mv(n− 2), . . . , mv(n−M)]T , where T represents transpose operation. Then,
C, the motion vector prediction neighbors of mv, takes the form of an M × N
matrix

C =

⎡⎢⎢⎣
mv(n − 1 − 1) mv(n − 1 − 2) . . . mv(n − 1 − N)
mv(n − 2 − 1) mv(n − 2 − 2) . . . mv(n − 2 − N)

· · . . . ·
mv(n − M − 1) mv(n − M − 2) . . . mv(n − M − N)

⎤⎥⎥⎦ , (3)

where mv(n − j − k) is the k-th prediction neighbor of mv(n − j). Then, the
motion prediction coefficients can be obtained by LS optimization inside the
training window. It is [6]-[10]

min||mv − Ca||2, (4)
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where || · || represents the Euclidean norm, and a = [a(1), a(2), . . . , a(N)]T de-
notes the optimized motion prediction coefficients. Then, the LS optimization
has the following closed form solution.

a = (CTC)−1(CTmv). (5)

3 Proposed LS-Based Motion Prediction Algorithm

The effectiveness of an adaptive motion vector prediction scheme depends on
its capability of adapting from motion smooth region to motion edge areas. The
difficulty of achieving ideal adaptation mainly arises from the motion edge areas
because the orientation of a motion edge can be arbitrary.

Motion vectors of neighboring blocks within the training window can be clas-
sified into the motion edge neighbors around the moving areas and the motion
non-edge neighbors away from the moving areas. For the motion non-edge neigh-
bors, the matrix C is often not full-ranked and the LS optimization does not have
a unique solution. In fact, the set of optimal motion predictors for the motion
non-edge neighbors lies in a hyper-plane

∑N
k=1 a(k) in the N -dimensional space.

On the other hands, the matrix C is usually full-ranked and the LS optimization
has a unique solution for the motion edge neighbors. It is of easy to see that the
set of optimal motion predictors for the motion edge neighbors is a subset of the
hyper-plane

∑N
k=1 a(k). Consequently, the motion edge neighbors dominate the

LS optimization process. The LS optimization over the training window offers a
convenient way to obtain the optimal prediction coefficients for the motion edge
neighbors without the necessity of motion edge detection [7].

The bottleneck of the LS optimization is compute-intensive operations of
the covariance matrix CTC in Eq. (5). In this paper, we propose an adaptive
motion vector prediction to reduce the computational cost without the loss of
coding efficiency by performing the LS optimization only for a fraction of the
motion vectors in the video frames. The motion vector prediction using the
motion edge-directed property is based on the following two observations. First,
the motion prediction coefficients optimized for a motion vector around a motion
edge are often suitable for its neighbors along the same motion edge. Second,
the set of optimal motion predictors for a motion edge is the subset of the set of
optimal motion predictors for the motion smooth region. Therefore, the motion
prediction coefficients optimized for a motion edge can be stored and repeatedly
used until the next motion edge. In other words, LS optimization performs on
a motion edge-by-motion edge basis rather than on a motion vector-by-motion
vector basis. In this paper, to implement the LS optimization on motion edge
basis, the following switching strategy is defined.

e(n) = mv(n) − m̂v(n − 1). (6)

If the motion prediction error is beyond a pre-selected threshold, the LS
optimization is activated to update the motion prediction coefficients such as

a(n) =
{

((CTC)−1(CTmv))(n) if |e(n)| > TH
a(n − 1) otherwise , (7)
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where ((CTC)−1(CTmv))(n) represents the n-th component of
(CTC)−1(CTmv). Then, the motion predicted value, m̂v(n) in Eq. (2)
is updated as

m̂v(n) =
{∑N

k=1 a(k)mv(n − k) if |e(n)| > TH
m̂v(n − 1) otherwise

. (8)

4 Experimental Results

JM2 (Joint Model Number 2) of H.264 video coding standard was used in order to
compare the performance of the proposed algorithm with the median filter. The
proposed algorithm was tested with various video sequences and resolution at a
number bit rates. In our experiments, the four adjacent neighbors in the training
window are used and the threshold is 20. For evaluating the performance of the
algorithm, PSNR (Peak Signal to Noise Ratio) is used. For M × N dimensional
8-bit image, it is defined as

PSNR = 10log
MN × 2552

||f − f̃ ||2 , (9)

where f and f̃ denote the original image and the reconstructed image, respec-
tively, and ||.|| represents the Euclidean norm. In addition, MPEPB (Motion
Prediction Error Per Block) is defined to evaluate the accuracy of the motion
predictor. It is written as

MPEPB =
1
K

K∑
i=1

(|mvx(i) − m̂vx(i)| + |mvy(i) − m̂vy(i)|), (10)

where K is the number of total blocks in an image. Also, mvj(i) and m̂vj(i)
denote the estimated and the predicted motion values of i-th block in horizon-
tal and vertical directions, respectively. Also, the evaluating the computational
complexity, ETSMP (Encoding Time Saving of Motion Prediction) is defined as

ETSMP =
ET (A) − ET (B)

ET (A)
× 100(%). (11)

where ET (A) and ET (B) represent the encoding times with median filter and
the proposed algorithm. The plat-form used is Pentium III 700 MHz with 256
MB RAM. Full search motion estimation was used to determine the block-based
motion vector, and the motion search range to the horizontal and the vertical
directions was 32. In the set of the experiments, QCIF Foreman sequence with 10
frames/sec, QCIF Container sequence with 10 frames/sec, QCIF News sequence
with 10 frames/sec, and CIF Mobile sequence with 30 frames/sec are described,
which are shown in Figure 3.

Table 1 shows the bit rates and the PSNR comparisons as a function of
Quantization index. The results illustrate that the marginal PSNR gains are
consistently obtained against the median filter, since as shown in Table 2 the
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(a) (b) (c)

(d)

Fig. 3. Test sequences used for experiments, (a) QCIF Foreman sequence, (b) QCIF
Container sequence, (c) QCIF News sequence, (d) CIF Mobile sequence

motion prediction error of the proposed algorithm is smaller than the median
filter so that the amount of transmitted bits for motion information is reduced.
Also, Table 2 describes that with the proposed algorithm the complexity gain is
reduced, and that the complexity gain is higher as the motion between blocks is
more stationary.

The novelty of the proposed algorithm is in that the motion vector prediction
coefficients are adaptively controlled by motion edge-directed property of its
neighbors, resulting in the subset of the set of optimal motion predictors for the
motion smooth region.

5 Conclusions

In this paper, we presented an adaptive motion vector prediction algorithm using
the LS optimization in motion edge neighbors. The coefficients of the motion
prediction are adaptively determined by using spatially varying motion-directed
property. It results in reducing the computational complexity with the marginal
PSNR improvement.



An Adaptive LS-Based Motion Prediction Algorithm for Video Coding 711

Table 1. Bit rates and PSNR comparisons as a function of Quantization index

QP12 QP16 QP20 QP24
Sequence method bit rates PSNR bit rates PSNR bit rates PSNR bit rates PSNR

(kbps) (dB) (kbps) (dB) (kbps) (dB) (kbps) (dB)
Foreman median 79.21 36.04 48.85 33.48 30.30 30.96 18.54 28.26
(QCIF, filter
10fps) proposed 79.20 36.07 48.83 33.52 30.29 30.99 18.54 28.28

method
News median 49.31 36.83 30.34 33.87 18.27 31.02 10.49 28.16

(QCIF, filter
10fps) proposed 49.27 36.88 30.33 33.91 18.25 31.05 10.46 28.16

method
Container median 26.80 36.08 14.34 33.50 8.27 30.70 4.73 27.95
(QCIF, filter
10fps) proposed 26.77 36.11 14.33 33.53 8.25 30.72 4.72 27.95

method
Mobile median 1974.3 33.89 1025.6 30.61 491.5 27.51 247.9 24.52
(CIF, filter
30fps) proposed 1969.8 33.91 1021.4 30.64 488.9 27.53 245.8 24.54

method

Table 2. MPEPB and ETSMP comparisons as a function of Quantization index

QP12 QP16 QP20 QP24
Sequence method MPE ETS MPE ETS MPE ETS MPE ETS

PB MP PB MP PB MP PB MP
Foreman median 3.1 N/A 3.2 N/A 3.2 N/A 3.3 N/A
(QCIF, filter
10fps) proposed 2.5 19.35 2.5 19.41 2.6 19.44 2.7 19.08

method
News median 2.6 N/A 2.6 N/A 2.7 N/A 2.7 N/A

(QCIF, filter
10fps) proposed 1.9 20.63 1.9 20.96 1.9 19.67 2.1 21.31

method
Container median 2.1 N/A 2.3 N/A 2.3 N/A 2.5 N/A
(QCIF, filter
10fps) proposed 1.4 19.35 1.4 19.67 1.5 21.31 1.6 20.08

method
Mobile median 4.6 N/A 4.5 N/A 4.6 N/A 4.7 N/A
(QCIF, filter
10fps) proposed 3.8 21.51 3.9 21.26 4.0 21.12 4.0 21.57

method

Approaches to adjust the number of adjacent motion vector neighbors in
training window and to adaptively determine threshold using the given informa-
tion of video images are under investigation. With incorporation of the informa-
tion, it is expected that better results can be obtained.
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Abstract. We present an embedded packetization framework for lay-
ered multiple description codes, in which both the base layer and the
enhancement layer share the same number of packets, while each packet
is partitioned into two parts, each belongs to one layer. In this frame-
work, optimizing a single multiple description code for high-bandwidth
clients and directly applying it to low-bandwidth clients only result in
slight performance degradation for the latter. We also propose two local
search algorithms, with one extending the solution optimized for low-
bandwidth clients to be available for high-bandwidth clients, and the
other improving the weighted average performance of both high- and
low-bandwidth clients. Our analysis shows that the performance gains
are significant, and a better performance tradeoff among all clients can
be achieved than previous solutions.

1 Introduction

Multiple description coding (MDC) [1] has recently emerged as an attractive
framework for robust multimedia transmission over unreliable channels. Many
methods of MDC have been developed over the years. One particularly efficient
and practical method is based on priority encoding transmission (PET) tech-
nique [2], which combines scalable source coding with unequal error protection
(UEP) to minimize the impact of lost packets on the quality of network service.
The idea is to partition a scalable source bitstream into segments of decreasing
importance, and protect these segments using progressively weaker forward error
correction (FEC) channel codes, so as to convert a scalable, prioritized bitstream
into multiple non-prioritized descriptions (packets), and achieve the best joint
economy of source and channel codes. We call this MDC method as FEC-MDC
in this paper.

Chou et al. [3] proposed codes which split multiple descriptions of FEC-MDC
into layers, and introduced the concept of layered multiple description coding
(LMDC). This technique has the advantages of both layered codes and multiple
description codes, as it allows low bandwidth clients to receive a base MDC
layer while high bandwidth clients to receive both a base and an enhancement
MDC layer. In their construction, packets are partitioned into two parts, such

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 713–720, 2004.
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that different layers consist of different number of packets, while each layer has
the same packet length. In this scenario, optimizing a single FEC-MDC for
one layer and directly applying it to another layer may result in a potentially
large distortion for the latter. In [3], Chou et al. first optimized the base layer
packets for low-bandwidth clients, then proposed two methods to optimize the
additional packets in the enhancement layer to minimize the distortion for high-
bandwidth clients. Even using these two methods, they declared that the best
overall performance of high-bandwidth clients was still 1.4 dB away from the
minimum possible distortion optimized under non-layered environment.

In this paper, we present a new packetization framework for LMDC. We
partition the layers across vertical direction, i.e., every packet is split into two
parts belonging to base layer and enhancement layer respectively. In this scheme,
optimizing a single FEC-MDC for high-bandwidth clients and directly applying
it to low-bandwidth clients only result in slight performance degradation for
the latter. We also propose two local search algorithms, with one extending the
solution optimized for low-bandwidth clients to be available for high-bandwidth
clients, and the other improving the weighted average performance of both high-
and low-bandwidth clients.

In Section 2, we review the background of FEC-MDC and LMDC. In Section
3, we present our new LMDC packetization framework and two local search
algorithms. In Sections 4, we present our results, and in Section 5 we present
our conclusions.

2 Background

2.1 FEC Based Multiple Description Coding

For scalable video coding, the original video sequence is often partitioned into
groups of frames (GOF), with each GOF containing a fixed number of frames
and being encoded into an independent embedded bitstream. Consider trans-
mission of an embedded source bitstream over a packet loss channel using N
packets of L bytes each. In the FEC-MDC framework, the source bitstream is
divided into L consecutive segments S1, ..., SL of mi ∈ {1, ..., N} bytes each and
each segment is protected by an (N, mi) systematic RS code. Let fi = N − mi

denote the number of RS redundancy bytes that protect segment Si, 1 ≤ i ≤ L.
If n packets of N are lost, the RS codes ensure that all segments that contain at
most N −n source bytes can be recovered. Since the embedded source bitstream
is sequentially refinable, decoding of the Si segment depends on all the previous
i − 1 segments, thus the number of redundancy bytes must be monotonically
non-increasing in the segment index, i.e., f1 ≥ ... ≥ fL. Under this constraint, if
at most fi packets are lost, then the receiver can decode at least the first i seg-
ments. In this paper, we use an L-dimensional vector FL = (f1, ..., fL) to denote a
FEC-MDC protection scheme (FPS), where fi ∈ {0, ..., N −1} and f1 ≥ ... ≥ fL.
Let pN (n) denote the probability of losing exactly n packets out of N and let
cN (k) =

∑k
n=0 pN (n), k = 0, ..., N , then cN (fi) is the probability that the re-

ceiver correctly recovers segment Si. Let φ(r) be the rate-distortion function of
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the embedded source bitstream, which is a monotonically non-increasing func-
tion, then the expected distortion of the reconstructed sequence at the decoder
side can be expressed as

ED(FL) = cN (N)φ(0) −
L∑

i=1

cN (fi)(φ(ri−1) − φ(ri)), (1)

where ri =
∑i

k=1 mk = iN −∑i
k=1 fk, 1 ≤ i ≤ L. Hence the objective of this

problem is to find the FPS FL = (f1, ..., fL) that minimizes (1), for given N , L,
pN (n), and φ(r).

Several researchers devised efficient algorithms addressing this problem [4,
5, 6, 7, 8]. Dumitrescu et al. [7] presented a globally optimal algorithm, but
its complexity was too high in both time and space to be used in real time. In
all experiments of this paper, we use the algorithm of Mohr et al. [5], whose
performance is near optimal and time complexity is also acceptable.

2.2 Layered Multiple Description Coding

Chou et al. [3] partitioned FEC-MDC into layers and constructed layered multi-
ple description codes. In their constructions, the base MDC layer consists of N1
packets per GOF, while the enhancement MDC layer consists of N2 packets per
GOF, thus that each packet has a fixed length of L bytes. The base MDC layer
is transmitted to each low-bandwidth client, while both the base and enhance-
ment MDC layers are transmitted to each high-bandwidth client. The first N1
packets are shared by both low-bandwidth and high-bandwidth codes. We call
this framework as Fixed-length Packetization Framework (FPF).

There are two naive methods to construct an LMDC in this framework.
One is to optimize a single FEC-MDC for high-bandwidth clients, and split
it into base and enhancement layers by transmitting only the first N1 pack-
ets to low-bandwidth clients. This may result in a large distortion for low-
bandwidth clients. The other method is to optimize a single FEC-MDC for
low-bandwidth clients, and transmit all of it, plus N2 additional parity packets,
to high-bandwidth clients. This may give a large distortion for high-bandwidth
clients. For convenience, following we denote these two methods as FPF-A and
FPF-B respectively.

In [3], Chou et al. presented two additional methods to alleviate the perfor-
mance degradations. Both methods first optimize the N1 packets of the MDC
base layer for low-bandwidth clients, and then optimize other N2 packets in the
MDC enhancement layer to minimize the distortion for high-bandwidth clients,
using two different constructions. The idea of the first one, following called FPF-
C, is to borrow some number q of the N2 packets from the enhancement layer
to protect the base layer as additional parity packets, while the other N2 − q
packets in the enhancement layer are used to protect the remaining source bytes
not already present in the base layer. The second method repeats some of the
less protected bytes from the end of the base layer in the enhancement layer,
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protects them together with the remaining source bytes not already present in
the base layer using all N2 packets. Both these two methods can achieve the
possible best performance for low-bandwidth clients, but still 1.4dB worse than
their minimum possible distortion for high-bandwidth clients, declared by Chou
et al. in [3], where the source coder used was MPEG4-FGS. The results are un-
acceptable for situations in which the population of high-bandwidth clients is
greater than that of low-bandwidth clients.

3 Embedded Packetization Framework for LMDC

We construct LMDC using a different way from above. In our construction, both
the base layer and the enhancement layer consist of the same N packets per GOF,
while each packet is partitioned into two parts, with the first L1 bytes belonging
to the base layer and the remaining L2 bytes belonging to the enhancement layer.
All bytes of each packet are transmitted to high-bandwidth clients, while only the
first L1 bytes of each packet are first truncated and grouped into a new packet,
and then transmitted to low-bandwidth clients. In this construction, each packet
of low-bandwidth MDC codes are embedded in the packets of high-bandwidth
MDC codes, thus we denote it as Embedded Packetization Framework (EPF).

In this framework, for a given LMDC construction, the FPS for low-
bandwidth clients must be a prefix of the FPS for high-bandwidth clients. Thus
the problem of constructing an LMDC becomes to find only an FPS for this
LMDC that optimizes for both high-bandwidth clients and low-bandwidth clients
jointly.

For convenience, we denote the FPS solely optimized for low-bandwidth
clients as FB

L1
= (fB

1 , ..., fB
L1

), and the FPS solely optimized for high-bandwidth
clients as FH

L1+L2
= (fH

1 , ..., fH
L1

, fH
L1+1, ..., f

H
L1+L2

). Now there are three meth-
ods we can use to construct a LMDC. The first one, denoted as EPF-A, is to
directly use FH

L1+L2
as the FPS of this LMDC. In this case, high-bandwidth

clients can reach their possible minimum distortion, while low-bandwidth clients
may suffer slight performance losses. The second way is to use FB

L1
as a prefix

of this LMDC’s FPS, and then extends it to the length of L1 + L2. This may
result in the possible minimum distortion for low-bandwidth clients, and also
slight performance degradations for high-bandwidth clients. The final method is
to construct a FPS optimized neither solely for high-bandwidth clients nor solely
for low-bandwidth clients, but is optimal for the weighted average performance
of them. In this section, we present two local search algorithms for the latter
two methods.

3.1 Local Search Algorithm by Extending the FPS Optimized for
Base Layer

Assume the first L1 elements of an LMDC FPS FL1+L2 have been determined
by FB

L1
, now we consider the problem of finding other L2 elements to mini-

mize the expected distortion seen by high-bandwidth clients. Our algorithm is
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inspired from the local search method of Stankovic et al. [8]. Let FL1+L2 =
(fB

1 , ..., fB
L1

, fL1+1, ..., fL1+L2), there must be fB
L1

≥ fL1+1 ≥ ... ≥ fL1+L2 . Thus
we can start from the solution with fL1+1 = ... = fL1+L2 = fB

L1
and iteratively

decrease the protection strength to find the possible best solution.

Definition 1. Let FL1+L2 = (fB
1 , ..., fB

L1
, fL1+1, ..., fL1+L2) be a feasible solu-

tion for a given LMDC. The neighborhood of FL1+L2 consists of the solutions of
the form: (fB

1 , ..., fB
L1

, fL1+1, ..., fL1+L2−1, fL1+L2 − 1), (fB
1 , ..., fB

L1
, fL1+1, ...,

fL1+L2−1−1, fL1+L2 −1), ..., (fB
1 , ..., fB

L1
, fL1+1−1, ..., fL1+L2−1−1, fL1+L2 −1),

which are also feasible solutions for the LMDC.

Based on this definition, we give a local search algorithm as follows.

Algorithm 1 (EPF-B). Local search by extending the FPS optimized for base
layer.

1. Initializes current feasible solution: FL1+L2 = (fB
1 , ..., fB

L1
, fL1+1 = fB

L1
, ...,

fL1+L2 = fB
L1

).
2. If fL1+L2 = 0 , stop and return FL1+L2 as the best solution.
3. Search for the solution F

′
L1+L2

, whose expected distortion is the minimum
in the neighborhood of FL1+L2 .

4. If ED(F
′
L1+L2

) < ED(FL1+L2), set FL1+L2 = F
′
L1+L2

and go to Step 2;
else stop and return FL1+L2 as the best solution.

For convenience, we denote the FPS optimized using this algorithm as
FB

′

L1+L2
= (fB

1 , ..., fB
L1

, fB
′

L1+1, ..., f
B

′

L1+L2
).

3.2 Local Search Algorithm by Optimizing Weighted Average
Performance

If an LMDC is optimized for high-bandwidth clients, it is not fair for low-
bandwidth clients especially when their population is greater than that of the
former, and vice verse. In this section, we define a weighted average performance
measurement, and propose a local search algorithm to optimize it. Assume the
fraction of high-bandwidth clients in total population is h, and the fraction of
low-bandwidth clients is 1 − h, 0 ≤ h ≤ 1, then for a given LMDC, its weighted
average expected distortion is defined as

WED(FL1+L2 , h) = h · ED(FL1+L2) + (1 − h) · ED(FL1), (2)

where FL1 is a prefix of FL1+L2 .
The solutions obtained from the first two methods, FH

L1+L2
and FB

′

L1+L2
, can

be seen as two special cases by minimizing (2) with h = 1 and h = 0 respectively.
Experiments show that the protection strength of FH

L1+L2
is stronger than that

of FB
′

L1+L2
. We also proofed this observation in [9], assume the rate-distortion

function is strictly convex. If we denote the optimal FPS of minimizing (2) in
general case as FW

L1+L2
= (fW

1 , ..., fW
L1+L2

), then we guess that the curve of



718 L. Huo, Q. Huang, and J. Xie

FW
L1+L2

is between that of FH
L1+L2

and FB
′

L1+L2
, i.e., the protection strength of

FW
L1+L2

is stronger than that of FB
′

L1+L2
and weaker than that of FH

L1+L2
. Based

on this conjecture, we devise two local search algorithms to resolve FW
L1+L2

, one

starting from FB
′

L1+L2
and iteratively increasing its protection strength, while the

other starting from FH
L1+L2

and iteratively decreasing its protection strength.
Due to limitations in space, following we only describe the first one.

Define f0 = N and fL1+L2+1 = −1. For 1 ≤ i ≤ L1 +L2 +1, if fi �= fi−1 , we
call i a redundancy change point. In each iteration, we search the neighborhood
of current feasible solution from every possible redundancy change point.

Definition 2. Let FL1+L2 = (f1, ..., fL1+L2) be a feasible solution for a given
LMDC. The neighborhood of FL1+L2 at redundancy change point i, 1 ≤ i ≤
L1+L2, consists of the solutions of the form: (f1, ..., fi−1, fi+1, fi+1, ..., fL1+L2),
(f1, ..., fi−1, fi+1, fi+1+1, ..., fL1+L2), ..., (f1, ..., fi−1, fi+1, fi+1+1, ..., fL1+L2+
1), which are also feasible solutions for the LMDC.

Algorithm 2 (EPF-C). Local search by optimizing weighted average perfor-
mance.

1. Initializes current feasible solution: FL1+L2 = FB
′

L1+L2
, set cont = 1.

2. If cont = 0, stop and return FL1+L2 as the best solution; else set cont = 0,
i = 1.

3. If fi = N − 1 , go to Step 6.
4. Search for the solution F

′
L1+L2

= (f1, ..., fi−1, fi +1, ..., fi+j +1, fi+j+1, ...,
fL1+L2), whose weighted average expected distortion is the minimum in the
neighborhood of FL1+L2 at redundancy change point i.

5. If WED(F
′
L1+L2

, h) < WED(FL1+L2 , h), setFL1+L2 = F
′
L1+L2

, cont = 1,
and i = i + j + 1.

6. Repeat i = i + 1, until i is a redundancy change point. If i ≤ L1 + L2 , go
to step 4; else go to Step 2.

4 Results

In our experiments, we use a two-state Markov process to simulate the channel
model, with mean packet loss probability being 0.1 and mean burst length being
approximately 11. The derivation of pN (n) for this model can be found in [10].
The operational rate-distortion function φ(r) was obtained by encoding the first
16 frames of the video sequence Foreman (CIF format) as a GOF, using the 3D
SPIHT scalable video codec [11]. We choose N = 64, L1 = L2 = 625 bytes for
EPF framework, and N1 = N2 = 32, L = 1250 bytes for FPF framework, which
is the same as used in [3].

Figure 1 shows the FPSs resolved by method EPF-A, algorithm EPF-B, and
algorithm EPF-C with h = 0.5. The curve of EPF-A is above that of EPF-
B, which means that the protection strength of the FPS resolved by EPF-A is
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stronger than the one resolved by EPF-B. The curve of EPF-C is situated almost
in the middle of other two curves. This is accordant with our imagination.

Figure 2 compares the performance of different methods in FPF and EPF
frameworks seen by high- and low-bandwidth clients. For high-bandwidth clients,
both FPF-A and EPF-A can achieve the possible highest PSNR; FPF-B has a
large distortion of nearly 2 dB worse than the best one; FPF-C improves it, but
still has a gap of 0.9 dB worse than the best one; the performance of EPF-B is
slightly better than that of FPF-C, moreover its complexity is much lower than
that of the latter; the performance of EPF-C with h = 0.5 is very close to the
best one, the difference between their PSNRs is only 0.18 dB. For low-bandwidth
clients, the possible best PSNR achieved by FPF-B and FPF-C is less than that
of EPF-B, because the parameters they used, N and L, are different; FPF-A has
a large distortion of nearly 3 dB worse than that of FPF-B; the PSNRs achieved
by EPF-A and EPF-C with h = 0.5 are only 0.6 dB and 0.15 dB less than
the best one achieved by EPF-B respectively. Though the solution of algorithm
EPF-C is optimized neither for high-bandwidth clients nor for low-bandwidth
clients, its performances for high- and low-bandwidth clients are very close to
their possible best ones, suffering no more than 0.2 dB penalties.

Figure 3 compares the weighted average performance achieved by various
methods as parameter h changes from 0 to 1. It can be seen that the weighted
average performances of all methods in FPF framework are obviously worse than
that in EPF framework. In EPF framework, EPF-A can achieve good average
performance when h is near to 1; EPF-B can achieve good average performance
when h is near to 0; while EPF-C can achieve good average performance almost
for all values of h between 0 and 1, only slightly worse than EPF-A when h
comes very near to 1.
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5 Conclusion

We have presented an embedded packetization framework for LMDC, in which
even naive methods can achieve good performance. We have also proposed two
local search algorithms: the first one extends the solution optimized for low-
bandwidth clients to be available for high-bandwidth clients, while the sec-
ond one optimizes the weighted average performance of both high- and low-
bandwidth clients. Our analysis shows that the proposed scheme can achieve
significant performance gain; especially the second algorithm can achieve near-
best performance for both high- and low-bandwidth clients, and fairly adapt to
changing population distributions.
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ment 863 Program of China under grant No. 2002AA118010, and the National
Hi-Tech Development 863 Program of China under grant No. 2002AA119010.
We Thank Dr. Ying Cai for helpful comments.

References

1. Goyal, V.K.: Multiple Description Coding: Compression Meets the Network. IEEE
Signal Processing Magazine, 2001, 18(5): 74–93

2. Albanese, A., Blomer, J., Edmonds, J., Luby, M., Sudan, M.: Priority Encoding
Transmis-sion. IEEE Trans. on Information Theory, 1996, 42(6): 1737–1744

3. Chou, P.A., Wang, H.J. Padmanabhan, V.N.: Layered Multiple Description Cod-
ing. Proc. Packet Video Workshop, Nantes, France, 2003

4. Mohr, A.E., Riskin, E.A., Ladner, R.E.: Graceful Degradation Over Packet Era-
sure Channels Through Forward Error Correction. Proc. Data Compression Conf.,
Snowbird, UT, USA, 1999

5. Mohr, A.E., Ladner, R.E., Riskin, E.A.: Approximately Optimal Assignment for
Unequal Loss Protection. Proc. IEEE ICIP-2000, Vancouver, Sept. 2000

6. Puri, R., Ramchandran, K.: Multiple Description Coding Using Forward Error Cor-
rection Codes. Proc. 33rd Asilomar Conf. on Signals and Systems, Pacific Grove,
CA, Oct. 1999

7. Dumitrescu, S., Wu, X., Wang, Z.: Globally Optimal Uneven Error-protected Pack-
etization of Scalable Code Streams. Proc. Data Compression Conf., Snowbird, UT,
USA, April 2002

8. Stankovic, V., Hamzaoui, R., Xiong, Z.: Packet Loss Protection of Embedded Data
with Fast Local Search. Proc. IEEE ICIP-2002, Rochester, NY, USA, Sep. 2002

9. Huo, L., Gao, W., Cai, Y., Huang., Q.: Quality smoothing for FEC-based Multiple
Description Coding, Proc. PCS, San Francisco, CA, USA, Dec. 2004

10. Girod, B., Stuhlmüller, K.W., Link, M., Horn, U.: Packet Loss Resilient Internet
Video Streaming. Proc. VCIP, vol. 3653, Proc. SPIE. Jan. 1999. 833–844

11. Kim, B.J., Xiong, Z., Pearlman, W.A.: Low Bit-rate Scalable Video Coding with
3-D Set Partitioning in Hierarchical Trees (3-D SPIHT). IEEE Trans. on Circuits
and Systems for Video Technology, 2000, 10(8): 1374–1387



Semi-fragile Watermarking Based
on Dither Modulation

Jongweon Kim1, Youngbae Byun2, and Jonguk Choi12

1 College of Computer Software and Media Technology, Sangmyung University
7, Hongji-dong, Jongno-gu, Seoul, 110-743, Korea

{jwkim,juchoi}@smu.ac.kr
2 MarkAny Inc.

10F, Ssanglim Bldg., 151-11, Ssanglim-dong, Jung-gu, Seoul, 100-400, Korea
byunyb@freechal.com, juchoi@markany.com

Abstract. In this paper, a semi-fragile watermarking algorithm is pro-
posed to prevent images from being altered, based on dither modulation
and linearity of discrete cosine transform (DCT). As the algorithm trans-
forms DCT coefficients in spatial domain using dither modulation and
the linearity of DCT, it embeds watermarking information very fast with-
out DCT. The robustness of the pro-posed algorithm against compression
proved in a serious of experiments. Furthermore, because a semi-fragile
watermark can be embedded into DCT coefficients with only additions
and subtractions, watermarking information can be embedded fast with
simple computations. As a result, semi-fragile watermark-ing informa-
tion can be added in a real time to prevent forgeries and alteration in
portable devices with limited resources such as digital cameras, digital
camcorders and cellular phones.

1 Introduction

With the wide spread use of internet and a rapid increase of internet users, elec-
tronic commerce (EC) enables internet users actively to trade consumer products
and tangible goods through networks. As electronic commerce is activated, the
certification of digital documents is emerging as an essential procedure for trad-
ing and on/offline transactions of products.

In addition, images taken using devices such as digital cameras and digital
cam-corders are growing more important. Because these digital contents are
digital, they can be easily forged or altered with various types of edition tools,
which requires technologies to prevent illegal duplication, protect the copyright
and proprietorship of multimedia contents, and to determine if digital contents
have been forged or altered.

Technologies have been developed to prove the integrity of digital contents
by detecting malicious forgeries and alterations in digital contents using water-
marking.

Because the size of an image is quite large, however, various compression
methods have been developed and used to store a large volume of image data.

K. Aizawa, Y. Nakamura, and S. Satoh (Eds.): PCM 2004, LNCS 3333, pp. 721–730, 2004.
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Because the fragile watermarking technology regards compression as forgery and
alteration, it cannot be applied to detect forgeries and alterations in compressed
images.

To detect forgeries and alterations in compressed images, we use the semi-
fragile watermarking technology. Although it is a fragile watermarking technol-
ogy, it is robust against compression.

Typically, to be robust against JPEG compression, an image is compressed
at a high quantization factor and watermarking information is inserted [1,2]. Be-
cause it has to go through discrete cosine transform (DCT) and inverse discrete
cosine transform (IDCT) the method requires a lot of computation. Further-
more, to be robust against compression, an image has to be pre-quantized at a
high quantization factor and, consequently, it suffers a lot of damage. Another
method is to insert watermarking information into a low frequency band because
information in high frequency bands is destroyed by image compression [3]. This
reduces the volume of computation but the image still suffers a lot of damage
like the previous method because watermarking information is inserted to a large
number of DCT coefficients.

The present paper reduced computation necessary for watermark insertion
by inserting watermark information into some DCT coefficients selected at ran-
dom using the linearity of DCT, and reduced damage on images by inserting
watermark with low strength into target DCT coefficients [6].

2 Watermarking Algorithm Using Dither Modulation

Inserting data through quantization uses two or more codebooks to represent
various different symbols. Codebooks can be expressed as scalar quantization of
an even or odd quantization index. The most typical structure of watermarking
based on quantization is quantized index modulation and quantized projection
[4].

This paper uses dither modulation, which is a type of quantized index mod-
ulation, to insert semi-fragile watermarking information. The information inser-
tion procedure of the method uses three sets of parameters as in Eq.(1).

Set 1 : {Δk}k=1:L
Set 2 : {d1(k)}k=1:L
Set 3 : {d2(k)}k=1:L

(1)

where, δk indicates the quantization level of kth signal, and d1 and d2 are pseudo
noise sequence equivalent to ‘0’ and ‘1’ respectively. In addition,

|d1(k)|, |d1(k)| <
Δk

2
, k = 1, 2, · · · , L (2)

The original data signal is divided into segments of the length of L. A bit is
inserted to each segment. The modulation method for the kth element of the ith
segment is as follows [4].

yi(k) = Q(xi(k) + di(k)) − di(k), k = 1, 2, · · · , L (3)
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where, Q(·) means quantization using quantization level Δk. In addition, di ∈
{d1, d2} . As mentioned in [4], detection threshold is decided by the value of
{Δk}.

The procedure of watermark detection is as follows.

Step 1. Add d1 and d2 respectively to modulated segments
Step 2. Quantize at quantization level {Δk} corresponding to each segment
Step 3. Measure the entire quantization error for each case obtained from Step 1
Step 4. Identify the bit with the smallest quantization error as the bit inserted

For the robustness of watermarking, d2(k) is expressed as the operation of
d1(k) and Δk .

d2(k) = d1(k) + Δk

2 , if d1(k) < 0
= d1(k) − Δk

2 , if d1(k) ≥ 0
(4)

3 Semi-fragile Watermarking

3.1 Insertion of Semi-fragile Watermarking

We insert semi-fragile watermark information using dither modulation men-
tioned in section 2 and the linearity of DCT mentioned in [6]. In particular,
as discussed in [6], we can insert watermark information into DCT coefficients
of an image just through additions and subtractions in a spatial domain using
the linearity of DCT. That is, we can change DCT coefficients selectively by
inserting semi-fragile watermark information.

In section 2, we introduced a method of inserting watermarking using dither
modulation. However, the method this paper proposes inserts not certain in-
formation but semi-fragile watermarking into an image to detect forgeries and
alterations, so it uses only quantization different from dither modulation intro-
duced in section 2. That is, in case data are in between A and B as in Figure 1,
if pseudo noise sequence is ‘0’ it is quantized to A and if it is ‘1’ it is quantized
to B.

DCT coefficient to change the ith block FWi
(m, n) is obtained through Eq.

(5).
if pni = 0, then FWi

(m, n) = QΔ(Fi(m, n) + Δ
2 )

if pni = 1, then FWi(m, n) = QΔ(Fi(m, n)) + Δ
2

(5)

where, QΔ(α) is:
QΔ(α) = Δ × � α

Δ
� (6)

and, is the largest integer that is not bigger than b, namely, Gaussian number.
The procedure to insert semi-fragile watermarking is as follows:

Step 1. Divide an original image into 8 x 8 blocks.
Step 2. Determine the coefficient of discrete cosine domains modified using

“pseudo noise sequence 1”
Step 3. Obtain the value of the DCT coefficient to be inserted. To obtain the

DCT value of the selected coefficient, DCT must be executed
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Fig. 1. Dither modulation for semi-fragile watermarking

Step 4. Decide the size of watermarking to be inserted by determining the
dither modulation value of the block using “pseudo noise sequence 2”

Step 5. In the spatial domain, multiply spatial domain data corresponding to
the DCT coefficient by the volume of insertion obtained in Step 4 and add
the results to the original image data

Step 6. Repeat Step 2 through Step 5 for all blocks

Because the size of a block in Step 2 is 8 × 8, the number of pseudo noise
bits corresponding to a coefficient is six. The first three bits indicate the ab-
scissa and the next three bits indicate the ordinate. If the pseudo noise sequence
corresponding to a block to process is “100110,” (5, 7) is selected as the DCT
coefficient to be changed. Thus ‘pseudo noise 1’ is composed of 12 bits per block

To obtain the value corresponding to the DCT coefficient selected in Step 2,
DCT is executed in Step 3. Because DCT is independent from each coefficient,
it is not necessary to compute the values of all coefficients to obtain the values of
selected coefficients. Therefore, DCT is executed only for the selected coefficients.
In this study, semi-fragile watermarking information was inserted only to two
DCT coefficients, one for the low frequency band and the other for the medium
frequency band, for effective detection because values in the high frequency band
are removed when loss compression like JPEG compression is executed and in
order to reduce damage on the image. That is, DCT was executed only for two
coefficients. Because there are a total of 64 coefficients, only 1/32 of them need
computation for DCT to insert watermarking.

Step 4 obtains the coefficient of the low frequency band FLi
(mL, nL) and

that of medium frequency band FMi
(mM , nM ) , and then obtains a and b, the

differences between them and FOi(mL, nL) and FOi(mM , nM ) in the original
image.

α = FOl
(mL, nL) − FLl

(mL, nL)
β = FOl

(mM , nM ) − FMl
(mM , nM ) (7)

Add the data of spatial domains to the original image using α and β obtained
in this way.

fWM (x, y) = fO(x, y) + αfL(x, y) + βfM (x, y) (8)

where,
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fWM (x, y) : image data to which semi-fragile watermark has been inserted
f0(x, y) : data of the original image
fL(x, y) : data of the spatial domain corresponding to selected coefficient 1
fM (x, y) : data of the spatial domain corresponding to selected coefficient 2
α : variation of coefficient 1
β : variation of coefficient 2
The volume of semi-fragile watermarking inserted is decided according to

the size of Δ, the quantization level. Accordingly, Δ is the insertion strength of
semi-fragile watermarking.

3.2 Detection of Forgeries and Alterations

Just as in inserting semi-fragile watermark information, so we inspect the forgery
and alteration of an image by determining if it was forged or altered using the
values of DCT coefficients obtained from ‘pseudo noise sequence 1’ and ‘pseudo
noise sequence 2’.

The procedure to detect forgeries and alterations is as follows.

Step 1. Divide the original image into 8 × 8 blocks
Step 2. For each block, identify DCT coefficients to which semi-fragile water-

marking information has been inserted using ‘pseudo-random sequence 1’
Step 3. For the coefficient of each block obtained in Step 2, compute the prob-

abilities of True and False using ‘pseudo-random sequence 2’
Step 4. Decide whether the image has been forged/alternated or not by adding

probabilities corresponding to n blocks.

Like in inserting semi-fragile watermarking information, in Step 2 DCT is
executed only for selected coefficients.

Probabilities computed in Step 3 represent the absolute values of differences
as in Eq.(9) and (10). That is, in case the value of ‘pseudo-random sequence 2’
correspond-ing to each block is ‘0’, the absolute value of the difference between
the value obtained from Eq. (5) and the coefficient obtained from Step 2 is the
probability of True. In case it is ‘1’, it is the probability of False.

if pni = 0, PTi
= |Di(mL, nL) − F 0

Li
(mL, nL)| + |Di(mM , nM ) − F 0

Mi
(mM , nM )|

PFi
= |Di(mL, nL) − F 1

Li
(mL, nL)| + |Di(mM , nM ) − F 1

Mi
(mM , nM )| (9)

if pni = 1, PTi
= |Di(mL, nL) − F 1

Li
(mL, nL)| + |Di(mM , nM ) − F 1

Mi
(mM , nM )|

PFi
= |Di(mL, nL) − F 0

Li
(mL, nL)| + |Di(mM , nM ) − F 0

Mi
(mM , nM )|

(10)
where, L indicates the low frequency band and i indicates the number of a
8 × 8 block. In addition, F 0

Li
(mL, nL) indicates the value obtained from dither

modulation of a DCT coefficient using Eq. (5) in case pseudo noise sequence is
‘0’, and F 1

Li
(mL, nL) in case pseudo noise sequence is ‘1’.

For example, in case the coefficient is a as in (c) of Figure 2, let’s say it
is quantized into A if pseudo noise sequence 2 is ‘0’ and to B of pseudo noise
sequence 2 is ‘1’. In addition, if the value of ‘pseudo noise sequence 2’ correspond-
ing to the block is ‘0’, a is the probability of True and b is that of False. These
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Fig. 2. Forgery/alteration detection method

probabilities are used in determining whether the image has been forged/altered
or not. That is, forgery/alteration is determined as the following Equation using
the probability of True (Pt) and that of False (Pf ), which are obtained in Step
3 using Eq. (11) in Step 4 of the forgery/alteration detection procedure.

IF

n∑
k=1

Ptk
≥

n∑
k=1

Pfk
, THEN the blocks is no forgery

Otherwise, the block is forgery

(11)

where, n means the number of blocks used to determine forgery/alteration among
the blocks divided in Step 1. In this paper, it is 4. That is, forgery/alternation
is determined using four 8 × 8 blocks, which neighbor with one another.

4 Experiment Results

In this paper, semi-fragile watermark information was inserted to two DCT coef-
ficients, one for the low frequency band and the other for the medium frequency
band.

Table 1 shows PSNR according to the insertion strength of semi-fragile wa-
termarking and performance according to JEPG compression. This experiment
used Lena image of 512 × 512 pixels. Quality Factor (QF) in Table 1 represents
the degree of JPEG compression. That is, the smaller QF is the stronger the
compression is. QF in Table 1 indicates a degree, at which the detection error
rate of semi-fragile watermarking information is not higher than 1%. In other
words, the detection error rate is less than 1% up to QF in Table 1.
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Table 1. Performance according to the insertion strength of semi-fragile watermarking
(Δ)

Strength(Δ) 6 8 10 20 30 40 50 60

PSNR[dB] 61.82 57.82 55.64 50.68 46.97 44.48 42.48 40.94

QF 99 82 78 56 31 20 16 14

Figure 3 shows semi-fragile watermark detection errors according to JPEG
compression when semi-fragile watermarks have been inserted into 15 images
of 1280 × 1024 pixels at insertion strength of 20. Here, the average PSNR was
50.45dB. As mentioned in section 4, better PSNR was resulted because semi-
fragile watermark was inserted into only a part of the DCT coefficients.

Fig. 3. Robustness against JPEG compression

Although semi-fragile watermark information was inserted at PSNR as weak
as 50dB, the result of detection for JPEG compression was satisfactory as Figure
4. When the quality factor (QF) was 55 the average detection error rate was
0.31%. In addition, when QF was 50 it was 1.19%, and when QF was 45 it was
3.63%. However, when QF was 40 the average detection error rate was 19.43%.

When the insertion strength (Δ) was 20, the detection error rate was less than
1% at QF of up to 55. Thus, this study concludes that the semi-fragile water-
marking algorithm proposed in this paper can be utilized in proving the integrity
of images through detecting semi-fragile watermark information inserted at QF
of up to 55.

Table 2 shows semi-fragile watermark detection error rates according to dif-
ferent semi-fragile watermark insertion strengths (Δ) for the image in Figure
4(a). Although PSNR at insertion strength of 60 was 41dB the detection error
rate was 0.0% at JPEG compression QF of up to 25, and when QF was 15, 0.05%
of semi-fragile watermarking was not detected.

In Figure 4, when image (a), to which semi-fragile watermarking information
was inserted, was altered to (b), the altered part was correctly detected as in
(c).
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Table 2. Semi-fragile watermarking detection error rates for JPEG compression (%)

Δ PSNR Quality Factor
(dB) 95 85 75 65 55 45 35 25 15

10 5.28 0.00 0.07 1.40 19.92 - - - - -
20 50.45 0.00 0.00 0.00 0.02 0.00 0.41 22.08 - -
30 46.73 0.00 0.00 0.00 0.00 0.00 0.00 0.03 17.91 -
40 44.34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.13 -
50 42.38 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 14.93
60 40.84 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05

The size of the original image was 1024 × 1280 pixels, 24 bpp, 3.75 MB, and
the size of the altered image, which was compressed through JPEG compression
at QF of 60, was 156 KB.

Images were forged and altered in following ways:

1. Paste original image
2. Delete (fill background textures)
3. Add a line drawing
4. Change color (the pupil of the eye)
5. Delete guts (a tooth)
6. Copy (an earring)
7. Rotate
8. Paste another content
9. Paste another contents

10. Replace by computer generated texts

Among the total of 20,480 blocks (one block = 8 × 8 pixels), 1,159 blocks
were forged/altered, of which 894 blocks were detected.

Fig. 4. Forgery/alternation detection results

Because the method proposed in this study inserts semi-fragile watermarking
in-formation using the linearity of DCT, it inserts the information very quickly.
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In addition, because it inserts only to certain DCT coefficients selected through
dither modulation, it maintains high image quality and, at the same time, is
robust against compressionpe. That is, as presented in Table 1 and 2, even at
PSNR of 50dB the detection error rate was less than 1.0% at QF of up to 55.
Considering that semi-fragile water-marking information should be inserted real-
time in portable devices with limited resources, methods such as that proposed
by Lin[3] may be used. However, Lin’s method has a problem in setting the
threshold value. That is, the threshold value has to be different according to im-
age and the degree of JPEG compression [3]. Further-more, according to results
presented in Lin’s paper [3], when the threshold value is set at 0.1 about 75% of
blocks are detected at QF of 60. Compare to this, with the method proposed in
this paper, when watermarking information was inserted at PSNR of 40 45dB,
which was similar to that in Lin’s method, the detection error rate was 0.0% at
QF of 60 in all of 16 images tested.

5 Conclusions

For semi-fragile watermarking robust against compression, this paper proposed
a method of inserting semi-fragile watermark information to certain DCT coeffi-
cients selected at random, through additions and subtractions at spatial domains
using the linearity of DCT without executing DCT and IDCT. It also used proba-
bilities to correct errors occurring in watermarking detection due to compression
and quantization.

The proposed semi-fragile watermark method can perform forgery/alteration
detection robust against JPEG compression even at high PSNR. When the in-
sertion strength of semi-fragile watermark (Delta) is 20 and PSNR is 50dB, the
watermark detection error rate is less than 1% at QF of up to 55. This means
that the method can be used to detect forgeries and alterations at QF of up to
55.

The method in this paper can insert semi-fragile watermarks into DCT coef-
ficients quickly and with a small volume of computation just through additions
and subtractions at spatial domains. Thus, it can be used to insert semi-fragile
watermark information to prevent forgeries and alteration at portable devices
with limited resources such as digital cameras, digital camcorders and cellular
phones.
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Abstract. Hiding secret messages into index-based images is difficult
because it suffers from an amount of image degradation and a limited hid-
ing capacity. In this paper, an adaptive steganographic scheme for index-
based images is proposed. The codewords are grouped into sub-clusters
according to the relationship among codewords. Also, the size of the
sub-cluster determines the hiding capacity of the proposed scheme. The
experimental results show the performance of the proposed steganogra-
phy. In comparison with the least significant bit modification method
(LSB), a better stego-image quality is obtained by the proposed scheme.
In comparison with Jo and Kim’s and Fridrich’s methods, a higher hid-
ing capacity is provided by the proposed scheme while the near image
quality remains. Furthermore, an adaptive hiding capacity is achieved
by the proposed method.

1 Introduction

With the digitalization of data and the networking of communication, communi-
cation security over the Internet is becoming more and more crucial [1]. Basically,
the Internet is an open channel and security problems such as modification, in-
terception, as well as others, usually exist. Several different approaches have been
proposed to make private communication secure [2]. The first approach encrypts
the secret message to prevent information from leaking out. In such schemes, the
secret message is protected by transforming it into an unrecognizable form. Only
the authorized user can retransform it back to its original form by using secret
information. Many famous encryption schemes, such as RSA, DES, and so on
are widely used in the commercial market. However, the meaningless form could
leave a clue and inspire an unauthorized user to explore the original message.

Another approach, called steganography, hides a secret message in a
widespread cover material to avoid suspicion. The concept of steganography
is similar to the concept of camouflage, which is used by some animals to pro-
tect themselves from being attacked. Several steganographic schemes have been
developed to solve the privacy problem [3,4,5,6,7,8]. In Lee and Chen’s method
[3], the least significant bit (LSB) of each pixel in the cover image is modified
to embed the secret message. In Tsai et al.’s scheme [4], the bit plane of each
block truncation coding (BTC) block is exploited to embed a secret message. In
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Chang et al.’s method [5], the middle frequency coefficients of the DCT trans-
formed cover image are employed to embed the secret message. In Spaulding
et al.’s method [6], the embedded zerotree wavelet (EZW) encoded cover image
is used to embed the secret message. The bit-plane complexity segmentation
(BPCS) and the visual system are explored to determine the hiding capacity
and the stego-image quality.

Only a few methods work on the index-based cover images [7,8]. In fact,
the index-based images such as vector quantization (VQ), color quantization
(CQ)-based (palette-based) images, are widely applied. Currently, palette-based
images such as GIF files have been widely used on the Internet and web pages
such that all browsers can recognize them. In 2002, Jo and Kim proposed a
watermarking method based on VQ [7]. In their scheme, the codewords in the
codebook are partitioned into three sub-clusters. The higher similarity of mem-
bers between two special sub-clusters is preserved. This feature is employed
to hide the watermark information. In Fridrich’s method [8], the parity of the
searched color in the palette is examined to match the embedding message. In
these index-based methods, the problems of the image quality degradation of
the stego-image and the hiding capacity limitation of the cover image occur.

To remain at an acceptable stego-image quality, the hiding capacity is usually
sacrificed, and vice versa. To conquer the problems described above, in this
paper, we shall propose an index-based steganographic scheme in which the
hiding capacity is adaptive and the good stego-image quality remains. To achieve
our goal, the relationship among codewords is exploited. The rest of this paper
is organized as follows. In Section 2, Jo and Kim’s technique is briefly described.
Next, the proposed steganography is introduced in Section 3. In Section 4, the
experimental results of the proposed scheme are shown. Finally, some conclusions
are given in Section 5.

2 An Overview of Related Work

In index-based image hiding, the least significant bit (LSB) modification for
each searched index is simple and applicable. In Jo and Kim’s watermarking, all
codewords are grouped to hide the watermark information. To clear the proposed
method, Jo and Kim’s technique is briefly described.

In Jo and Kim’s technique [7], all codewords of the codebook are grouped
into three groups (G−1, G0, G1) according to the similarity between codewords.
The group G−1 consists of codewords, which are unsuitable for embedding the
watermark information. The other two groups consist of codewords in which each
codeword in one group corresponds to a similar codeword in the other group. In
other words, each codeword in the group G0 must have another relative codeword
in the group G1, and their similarity is high. Both groups G0 and G1 can be
considered, respectively, to represent the bit values of 0 and 1 in the watermark
embedding.

For each block embedding, the closest codeword is first searched and then,
the group to which the codeword belongs is determined. If the closest codeword
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belongs to the group G−1, this codeword remains and no watermark information
is embedded. If the group representation matches the watermark information,
the closest codeword is also preserved. Otherwise, another similar codeword lo-
cated in the corresponding group is employed. For example, if the embedding
watermark is 0 and the group of the closest searched codeword is G1, another
higher similarity codeword located in the group G0 is selected. From that, the
closest searched codeword may be modified to carry the watermark according to
the group representation. However, the hiding capacity in this method is small
since each codeword can only carry a bit of the watermark information at most.

3 The Proposed Scheme

In this section, the proposed steganography based on the codeword grouping
will be introduced. First, the codeword grouping is described. Then, the pro-
posed embedding and extracting procedures are introduced. Finally, the quality,
capacity and security are discussed.

3.1 The Codeword Grouping

Generally, a set of codewords, called codebook/palette, is employed in the index-
based images encoding/decoding. The codewords are usually generated using the
codebook/palette generation algorithm. In the index-based image encoding, the
image is first partitioned into blocks of n×n pixels. Each block encoding finds the
closest codeword from the codebook in terms of a similarity measure (ex. squared
Euclidean distance, MSE) to represent the encoding block. The index of the
closest searched codeword in the codebook is used to represent the encoding block
by reducing the storage space. However, each codeword generally represents a set
of training blocks. Therefore, any modification of the encoded index may incur a
greater amount of image distortion. To reduce the image distortion caused by the
index modification, the relationship between codewords is exploited. The square
Euclidean distance between codewords is used to indicate the relationship.

The proposed codeword grouping partitions the codewords into different sub-
clusters according to the relationship between codewords. The codewords with
stronger relationship are grouped into a sub-cluster in which the distance of
members is less than a predefined threshold. Particularly, if the relationship
between a codeword and others is greater than a threshold, this special codeword
may be grouped individually. In other words, this sub-cluster only contains a
member of itself.

The number of sub-cluster members determines the hiding capacity in the
proposed scheme. The more sub-cluster members there are, the higher the hiding
capacity will be. To enhance the hiding capacity, the sub-clusters with larger
members will be grouped first. The sub-clusters with smaller members will then
be grouped. Finally, the residual codewords with only one-member are generated
individually as a sub-cluster. For each sub-cluster, the number of members is
restricted to the power of 2. From that, the codewords are grouped into many
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sub-clusters with different members. The result of the grouping is determined
by the relationship of the codewords and the grouping thresholds.

For example, a codebook with 256 codewords will be grouped into 4-member,
2-member and 1-member sub-clusters according to grouping thresholds. First,
4-member sub-clusters are selected with the distance is less than TH4. Then,
2-member sub-clusters are selected with the distance is less than TH2. In the
sub-cluster grouping, a codeword may preserve a higher relationship with many
codewords. To keep a codeword only belonging to one sub-cluster, the distance
with the least is first grouped as a sub-cluster. Next, the codewords holding
the second least distance form another sub-cluster, which are members of this
sub-cluster, are never taken into other sub-clusters. From that, the most similar
codewords can be grouped as a sub-cluster. Also, the similarity of members in a
sub-cluster is always restricted to a predefined threshold.

Finally, each residual codeword is grouped as a single member sub-cluster
individually. After that, the codewords are grouped into different member sub-
clusters.

3.2 The Embedding Procedure

In the proposed embedding procedure, the sub-cluster to which the closest
searched codeword belongs is first identified. And then, the original encoded
codeword is modified to hide the secret message. Therefore, it is easily incorpo-
rated into the original encoding procedure.

Before the cover image encoding is performed, the codewords have been
grouped into different member sub-clusters. In the encoding procedure, each
encoding block finds the closest codeword to represent this block. Once the clos-
est codeword is found, the sub-cluster to which the closest searched codeword
belongs is detected. The number of this sub-cluster’s members is calculated. If
the number of sub-cluster members is greater than one, the embedding procedure
is triggered. Otherwise, this block is unsuited to hide the secret message.

In the embedding procedure, the number of sub-cluster members indicates
how many bits of the secret message can be embedded. In other words, the
number of sub-cluster members determines the hiding capacity of the embedding
block. For example, if the number of sub-cluster members is n, log2 n-bit secret
message can be embedded into. To embed the log2 n-bit secret message, the
index of the closest searched codeword may be modified. This modification is
determined by the secret message to be embedded and the order of members in
the corresponding sub-cluster. The member whose order matches the embedded
secret message is adopted to replace the closest searched codeword. In other
words, the index of the new codeword is used to encode the encoding block.
From that, the encoding block is modified and the secret message is embedded.

An example shown in Table 1 illustrates the proposed embedding procedure.
In Table 1, a sub-cluster consists of four members, which are ordered as 0, 1,
2, and 3, respectively. The indices of these four members in the codewords are
100, 130, 107 and 90, respectively. In the block encoding, the index of the closest
codeword is 130 and the number of the identified sub-cluster members is 4. The



An Adaptive Steganography for Index-Based Images 735

4-member sub-cluster indicates that a 2-bit secret message can be hidden. If the
2-bit secret message to be embedded is valued at 3 (11 in binary), an index value
of 90, which is ordered 3 in the sub-cluster, is used to encode this block. In other
words, the closest searched index 130 is replaced by an index of 90.

3.3 The Extracting Procedure

In the extracting procedure, the sub-cluster to which each decoding index belongs
is first identified. If the number of the identified sub-cluster members is greater
than one, the current decoding index hides a portion of the secret message.
Otherwise, no more secret message is embedded. To extract the hidden message,
the number of the sub-cluster members, which indicates the size of the hidden
message, is calculated. Then, the order of the decoding index in the sub-cluster is
the secret message. For instance, if the decoding index is 90, its relative members
of the corresponding sub-cluster are shown in Table 1. The number of the sub-
cluster members and the order of the decoding index are 4 and 3, respectively.
A 2-bit secret message valued at 3 (11 in binary) is extracted.

Table 1. The index and the order of sub-cluster members

Sub-cluster order 0 1 2 3
Codeword index 100 130 110 90

3.4 Quality, Capacity, and Security Considerations

In the image-hiding schemes, there is a tradeoff between the quality of the stego-
image and the capacity of the cover image. To preserve a higher stego-image
quality, the hiding capacity is usually sacrificed, and vice versa. In the proposed
scheme, the codeword grouping provides a possible solution to solve it.

In the codeword grouping, a set of thresholds is used to determine the mem-
bers of a sub-cluster. Generally, the larger the threshold is, the more sub-clusters
with large size there will be. The large size of some sub-clusters provides a high
hiding capacity and causes a large degradation of the stego-image. Therefore,
choosing an adequate threshold is quite important. Once choosing an adequate
threshold, a certain part of a secret message can be embedded, and the image
quality of the stego-image would be acceptable.

On the security consideration, the secret message can be permuted before
it is embedded. In addition, the sequence of the embedding pixels can also be
reorganized using a pseudo random number generator in which the secret key is
hold and security is enhanced.
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4 Experimental Results

Color quantization (CQ) encoder was simulated to evaluate the performance of
the proposed scheme. Three RGB color images, “Lena,” “Sailboat,” and “Logo”
of 512×512 pixels were encoded by the color quantization technique. The palette
of each color image with 256 3-dimensions was generated by Photoshop version
6.0 with optimal option. The images shown in Figure 1 were taken as cover
images. Three binary images, “CCU,” “IEEE,” and “NUU” of 128 × 128 bits
shown in Figure 2 were used as secret messages.

Fig. 1. The palette cover images of “Lena”,“Sailboat” and “Logo”

Fig. 2. The secret images of “CCU”, “NUU” and “IEEE”

To determine the hiding capacity, the relationship between codewords and
the characteristics of images are explored. Table 2 shows the hiding capacity of
cover images according to the different grouping threshold. The capacity was
computed according to the number of blocks, which belonged to 4-member or
2-member sub-clusters. From the hiding capacity shown in Table 2, it is clearly
seen that the capacities were different. The capacity in the second column was
higher than that in the first column because the larger grouping threshold was
employed in the second column. For images, “Lena,” “Sailboat,” and “Logo”,
different hiding capacities were provided in the same grouping threshold. This is
because the characteristics of the cover images were different. From Table 2, it
is noted that the adaptive hiding capacity could be achieved by using different
grouping threshold.

To evaluate the performance of the proposed steganographic scheme, the
quality of the stego-image by the proposed method was measured. The exper-
imental results are shown in Table 3 in which the cover images and the secret
images of 128 × 128 bits were simulated and the first column grouping results
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Table 2. The numbers of different member sub-cluster and total capacities for color
images with different thresholds

Sub-cluster numbers Sub-cluster numbers
4-member 2-member Capacity 4-member 2-member Capacity

(TH4=500) (TH2=300) (TH4=1000) (TH2=500)
Lena 145460 64668 355588 185800 42129 413729

Sailboat 0 169465 169465 139129 61077 339335
Logo 30220 208124 268564 30890 207939 269719

Table 3. The quality of stego-images by CQ encoder and the proposed method PSNR
Images CQ Proposed method

CQ Proposed method
CCU IEEE NUU

Lena 36.7206 36.3387 36.3298 36.3390
Sailboat 33.0924 32.8186 32.8475 32.8445

Logo 72.8156 67.4746 67.6857 66.7135

Table 4. The image quality and hiding capacity by LSB, Jo and Kim’s, Fridrich’s,
and the proposed method

LSB Jo and Kim’s Fridrich’s Proposed method
PSNR Capacity PSNR Capacity PSNR Capacity PSNR Capacity

Lena 30.5022 262144 36.4548 206248 36.4513 262144 36.3387 355588
Sailboat 29.8380 262144 32.8186 167696 32.5419 262144 32.8186 169465

Logo 37.0856 262144 68.5510 237896 68.3362 262144 67.4746 268564

shown in Table 2 were used. From Table 3, it can be seen that the stego-image
quality was near the CQ encoded image quality. In other words, the stego-image
distortion was less and unnoticed. It is noted that the difference of PSNR val-
ues in the image “Logo” between CQ and the proposed method was large, but
the stego-image quality remained a higher PSNR value. So, it is almost undis-
tinguished by the human eyes. From this Table, it is shown that the proposed
method provided a good stego-image quality.

A comparison of the stego-image quality and the hiding capacity among
LSB, Jo and Kim’s, Fridrich’s and the proposed method were also performed.
The secret images “CCU” 128 × 128 bits were embedded. In Table 4, a better
image quality and a higher hiding capacity were achieved in comparison with
LSB in images “Lena” and “Logo”. Also, the near image quality and a higher
hiding capacity were obtained in comparison with Jo and Kim’s, and Fridrich’s.
In the cover image “Sailboat”, the proposed method preserved the image quality
better than LSB and Fridrich’s method while providing the least hiding capacity.
From this Table it demonstrates that the proposed method provides adaptive
hiding capacity and an acceptable image quality remains.
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5 Conclusions

In this paper, a codeword grouping-based steganographic scheme for index en-
coding images has been presented. The relationship of codewords is explored to
group different member sub-clusters. The size of the sub-cluster determines the
hiding capacity. The experimental results have shown that adaptive steganogra-
phy is achieved. Meanwhile, the degradation of the stego-image is less and nearly
unnoticed.

The comparison results also indicate that the proposed method provides a
good stego-image quality and supports adaptive hiding capacity better than oth-
ers. In comparison with Jo and Kim’s method, the proposed method provides
approximately one and half hiding capacity while preserving near image quality.
Both the image quality and hiding capacity are close between Fridrich’s and the
proposed method. However, there is not an adaptive mechanism in Fridrich’s
method. To sum up, the proposed scheme can meet different requirements: high
image quality of the stego-image or great hiding capacity by adjusting the group-
ing thresholds.
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Abstract. In compressed data, there is not enough room available for
data hiding, consequently many data hiding methods try to modify orig-
inal data before compression. One of well-known lossless compression
methods is LZW. It has been widespread due to wide use of GIF for-
mat. In spite of its reputation on compression, however, few data hiding
methods are directly applicable to LZW itself. This may be due to few
redundancies remained in losslessly compressed data. In this paper, we
propose the DH-LZW method that embeds a certain message to source
data in a lossless manner. Forced update method and an efficient data
embedding scheme are proposed to be used. Finally, we show promising
experimental results.

1 Introduction

A lot of data hiding methods have been developed as a mean of secret data
communication. Accordingly, numerous techniques have been proposed in the
name of either steganography or watermarking, which all belong to data hiding
techniques in wide sense. In this paper, we are especially interested in developing
a lossless data hiding method that can be generally applied to many common
lossless compression applications.

Among several approaches in data or image compression, LZW is a well-
known technique. Since it refers to a dictionary storing single and their combined
symbols, LZW is classified as a dictionary-based technique. It is different from
other LZ-family such as LZ77 in defining and handling the matching window.
However, they still share common characteristics in that while reading a new
symbol (and decompressing codes by decoders), the encoder and its decoder
both construct a code table (i.e., dictionary), therefore, there is no need to
convey the updated code table to decoder. In addition, the LZ-family is a kind
of universal algorithm - data is compressed without any prior knowledge such as
the probability density function of source. LZW has been widely used in many
applications, for instance, in GIF and TIFF, and PDF writer (in compressing
image). However, proposed are few methods which embed user message directly
into LZW compressed data. Rather, a number of data hiding methods have been
applied to GIF than LZW itself. The reason is that there rarely is redundancy
left in LZW compressed data. As a consequence, very few data hiding methods
have been built directly on LZW.
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There is two kind of information which can undergo modification in order
to hide data in GIF: one is the color definition of palette, and the other is the
color index of palette. The parity of palette index can be modified to embed
data [1], [2]. Niimi et al. has introduced one way of applying BPCS method to
palette-based images. Since BPCS alters one channel of color index, the modified
value may not be found in 256 colored palette. In this case, newly generated color
definition replaces that of the color index which has the smallest distance from
the new one [3]. Ogihara et al. proposed a method which is quite different from
others in that they utilized both the value and length of color index [4]. While
previous data hiding methods modify palette indexes, value of palette, or color
components of source, the compression algorithm itself of LZW has no reason
to be left out in modification for data hiding. One way is to match the parity
of a prefix code index with that of hiding data: if they match, then the code is
unchanged; otherwise, the value of the last symbol in codeword is changed in
order to find another parity-matching code in the given dictionary. If the matched
code is not found in the dictionary, the code is reduced by one symbol to find
a match. One disadvantage of this algorithm is the distortion to the original
data caused by data embedding procedure. After data hiding, no severe data
distortion may occur in case of 256 color indexes; however it can pose a visually
serious problem especially when the original image is represented by only small
number of colors such as 32, 16, etc. In this paper, we propose DH (data hiding)-
LZW algorithm which causes no distortion to source and is applicable not only
to GIF algorithm, but to more wide scope of applications employing the LZW
algorithm. Therefore the proposed DH-LZW can be applied to any kind of data
only if it is compressed by LZW. The proposed method is described in Section
2, and in Section 3, its experimental results will be shown. We summarize the
whole procedure and draw conclusion in Section 4.

2 Data Hiding in LZW Compression

2.1 Overview of Proposed Forced Update

Not like statistical strategies such as Huffman, or the arithmetic coder, etc, the
compression process of LZW in GIF is relatively simple. Without any need to
investigate the whole probability density of source, LZW is performed as it en-
counters a new symbol. Moreover, the code table, or the dictionary is constructed
dynamically at the decoder side as well as the encoder side, which means that the
same procedure of rebuilding their own dictionary is performed at both encoder
and decoder. Since dynamical dictionary updating precludes sending additional
information describing changes to the dictionary, it provides us new possibility of
considering a dictionary as a target domain where some data can be embedded.

Since the main target of compression methods is to find and to reduce the
redundancy of given data and then finds the best way to reduce the redundancy,
it is not easy to modify the compressing procedure. However, as described in
Section 1, there are two different elements in GIF encoder which may undergo
modification to embed messages. One is the symbol definition such as a palette,
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and the other is the length of the symbol, where length means how many single
letters are joined together to form the symbol. Modifying the first one in data
hiding surely causes distortion to source data, however, changing the second in-
formation does not bring distortion if one can actually find a possible way to
control the second element properly. Changing symbol definition does not mod-
ifies the LZW compressing procedure, therefore it can be thought preprocessing
to LZW compression, however changing the length of the symbol directly affects
LZW compressing procedure. The change of the symbol length is reducing the
length by defining a new symbol by detaching the last letter of the original sym-
bol. When the length is reduced by 1, there always exists a symbol which equals
the “reduced symbol” since LZW compression utilizes a previously updated sym-
bol as the prefix of a new symbol about to be updated. Note that reducing the
length, or, in a more general term, forced update of an already existing symbol
does not bring any compliance problem to the existing LZW algorithm, although
it may cause slight decrease in compression performance. We utilize this forced
update as means for data hiding. For better understanding of the forced update,
the difference between conventional LZW and DH-LZW is illustrated in Figure 1.

LZW Forced Update in DH-LZW
input output new symbol input output new symbol Dictionary update

a a 256=aa a a 256=aa
b a 257=ab b a 257=ab
b b 258=bb b b 258=bb
a b 259=ba a b 259=ba
bb 257 260=abb bb 257 260=abb
aa 259 261=baa aa 259 261=baa
bba 260 262=abba bba 260 262=abba
ba 257 263=aba ba 257 263=aba

bbab 262 264=abbab bbab 260 264=abba Forced update
ba 258 265=bba bab 262 265=abbab

Fig. 1. The procedures of usual LZW and DH-LZW, input data to compress: abbab-
baabbababbabbab

The proposed DH-LZW process (as shown in Figure 1) defines a THD (=4)
to skip data hiding for the symbol whose length is less than or equals to THD.
However, when a symbol whose length is larger than 4 occurs, data embedding
becomes possible. Consequently data hiding procedure is started in accordance
with message bits. As shown in Figure 1, symbols having code indexes from 256
to 263 undergo usual updating process since the symbol length is not larger than
THD, and symbol with code indexes 264 and 265, where the length meets the
condition of THD, undergoes forced update in order to embed message bits. In
case of Figure 1, forced update is performed only on the index 264.

Before we outline the decoding process, it is important to understand why
the forced update does not affect conventional LZW decompression process. In
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LZW Forced Update in DH-LZW
input old code output new table entry input old code output new table entry

a a a a
a a a 256=aa a a a 256=aa
b a b 257=ab b a b 257=ab
b b b 258=bb b b b 258=bb

257 b ab 259=ba 257 b ab 259=ba
259 257 ba 260=abb 259 257 ba 260=abb
260 259 abb 261=baa 260 259 abb 261=baa
257 260 ab 262=abba 257 260 ab 262=abba
262 257 abba 263=aba 260 257 abb 263=aba
258 262 bb 264=abbab 262 260 abba 264=abba
257 258 ab 265=bba b 262 b 265=abbab

Decoded : Decoded :
aabbabbaabbababbabbab aabbabbaabbababbabbab

Fig. 2. Procedures of LZW and DH-LZW decoding

fact, the reason is simple: although the forced update causes redundant sym-
bols in dictionary, LZW compression process uses the earliest updated index as
the prefix of the new symbol during searching the match, and in LZW decom-
pression, decoder reads a symbol and updates it in exactly the same manner
with compression step. That is, the LZW decoder imitates the encoder’s process
of updating dictionary, which makes LZW decompression feasible, regardless of
the redundant symbol. The difference between a usual LZW decoder and the
DH-LZW decoder is illustrated by an example in Figure 2. The columns in the
Figure denoted by ”input” are from the results of Figure 1. From Figure 2, what
we can observe is that the right side DH-LZW decoder de-compresses the input
data stream in the exactly same manner as a usual LZW decoder.

2.2 Data Embedding Procedure

As described in previous section, data embedding is made possible by the forced
update. The main principle of the forced update is to generate redundant codes
in LZW dictionary, consequently the compression performance is decreased. For
instance, dictionary updating procedure becomes slower and LZW coder gener-
ates an output with one symbol by forced update. Moreover, when we simply
utilize the parity of a symbol length as a bit of message, there may be more to
lose than gain as the amount of embedding becomes larger. Therefore it is impor-
tant to find proper data embedding scheme which enables one to hide more than
1 bit, when forced update is performed. We propose one to embed information
efficiently.

Since forced update adds redundant codes to dictionary, decoder surely knows
the forced updated index. Therefore when we divide the whole size of dictionary
into several sub-regions, we can utilize the individual sub-region as an indepen-
dent message carrier. The length of sub-region is denoted as r length and defined
as an integer which is power of 2. This scheme is illustrated in Figure 3.
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Fig. 3. Difference of data embedding scheme, (a) embedding by parity matching of
Forced updated indexes; (b) embedding by sub-region carrier with arbitrary r length;
(c) embedding by sub-region carrier with r length = 256

In Figure 3 (a), the numbers from 1 to 4096 are the indexes of LZW dictio-
nary; the largest index may be larger or smaller than 4096 according to applica-
tions. Each arrow represents index with forced update. Assuming that message
bits are uniformly distributed with ’0’ and ’1’ and half of indexes are to be modi-
fied according to message bits, total embedded bits are approximately two times
larger than the number of forced update. Therefore, when the number of forced
update is assumed to be 64, approximately 128 bits are to be embedded.

However, when we divide the whole dictionary indexes into sub-regions as
illustrated in Figure 3 (b), we can select and perform forced update on one index
within each sub-region. Embedding procedure is as follows. Firstly r length is
determined and then message bit string with length r length is read. The index
(mod r length) which is the same with message bit string is selected for forced
update. Then we can embed message as many as r length bits in every sub-
region. Figure 3 (c) shows an example with r length = 256. Since r length is
256, 8bits can be assigned to a sub-region. When message bit string read is
’01110000’, index (mod r length) can be calculated. For the second sub-region,
368 (mod 256) is 112 and its binary representation is ’01110000’, therefore index
368 is selected and forced updated. In every sub-region, selected index undergoes
forced update in the same way. In this case, total amount of embedding easily
calculated by (

total number of index

r length
× log2 (r length)

)
(1)
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In case of the above example the maximal embedding bits are (4096/256) ×
8 = 128. Comparing with Figure 3 (a), the number of forced update is reduced
to one quarter; however, total amount of embedding is the same. The reduced
number of forced update indicates that the loss of compression efficiency is low-
ered. In real embedding procedure, the length of the selected index may not
be larger than THD. In this case, we have to wait for the next sub-region and
check the length again. Therefore, real amount of embedding is less than ideally
calculated value. The whole encoding and decoding of DH-LZW process are as
follows.

Encoding:

Step.1: Determine a THD and value of r_length which specify the
shortest symbol length to embed a message and the length
of sub-region, respectively.

Step.2: During LZW procedure, read log2(r_length) bits from
embedding message when index updating procedure is
entering a new sub-region.

Step.3: Perform LZW encoding until an index (mod r_length) is
equal to the read bits.
If the index is found, go to step 4.

Step.4: If the index whose length is larger than THD is
encountered, perform a forced update and go to
step 2. If the length is not larger than THD,
noting is done and forced update is executed
to the next sub-region and go to step 3.

Step.5: The procedure is repeated from 2 to 4
until exhausting the message bits.

Decoding:

Step.1: Process LZW decompression of the compressed data stream.
Step.2: During the process, if we encounter an index whose

length is larger than THD, check whether it is
generated by forced update. If yes, index (mod r_length)
is performed in order to extract message bits, otherwise,
repeat the procedure until all the compressed data bits
are exhausted.

3 Experimental Results

For the simulation of image, four well-known images of lena, peppers, splash, and
baboon images are considered. They have the same file size in order to observe
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Table 1. Maximum amount embedding for each sample image with r length value 128
and 256 with THD = 2 (* : byte is the unit)

File Name r length Embedded Original LZW* DH-LZW* Increased
Bits Size* Size(%)

Lena 128 329 65,536 53,889 53,899 0.0186
Splash 128 742 65,536 35,221 35,310 0.2527
Peppers 128 616 65,536 45,150 45,188 0.0841
Baboon 128 203 65,536 58,649 58,682 0.0562
Lena 256 208 65,536 53,889 53,899 0.0186

Splash 256 432 65,536 35,221 35,331 0.3123
Peppers 256 312 65,536 45,150 45,142 -0.0177
Baboon 256 120 65,536 58,649 58,665 0.0273

the different effects about each unique feature of their own. Each size of image
file is shown in Table 1.

The proposed DH-LZW algorithm embeds data at the cost of compression
efficiency. We can observe several features from Table 1. One is that the size of
sample images is very slightly increased with the proposed method; accordingly
it shows that the proposed method is efficient for data hiding. Another is that
more data can be embedded as the value of r length becomes smaller. This can
be apparently shown by equation 1. On the other hand, since smaller r length
means increased occurrence of forced update, too small r length value would
cause large loss of compression efficiency. Therefore there arise two different fig-
ures of merit. One is the maximum amount of payload and the other one is the
insensitivity in file size increment after embedding. The maximum payload size
and the degree of file size increment can be controlled by setting an appropriate
threshold value (THD) and a sub-region length, r length value; however, both
can not be achieved at the same time. Therefore we need to determine in ad-
vance which direction leads us to more meaningful result. While a mathematical
model about payload (or capacity) is required to estimate the possible amount
of embedded data, it is not that simple. Since the forced update process alters
future patterns to be unpredictable ones, there is only a way of approximating
the estimation so far.

4 Discussions

We have introduced a data hiding method in LZW compressed data. The basic
concept of the proposed method, DH-LZW, is relatively simple compared to
other conventional techniques. In DH-LZW, THD and r length value are defined
first, and then the symbol length is utilized during the LZW compression process.
The merits of DH-LZW are such that it is a lossless data hiding method, and is
compatible with the con-ventional LZW decoders. Therefore massage embedded
DH-LZW data can be de-compressed by the general LZW decoders without any
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conformance problems, and when we need to extract the hidden massage, the
embedded message can be retrieved only by DH-LZW decoder. Moreover, it is
applicable not only to image data, but to any type of application employing the
LZW algorithm, including text, audio, etc.

The proposed DH-LZW algorithm is a data hiding technique that embeds
message data into source in a lossless manner. Since LZW compresses source with
dynamically constructed dictionary, it is reasonable to handle the dictionary
instead of source itself. Handling the dictionary provides a lossless data hiding
method, however, another interpretation of embedding data in the dictionary is
that it imposes additional redundancy on the dictionary of LZW. That is, as we
embed messages, the efficiency of LZW compression would be decreased. There-
fore the appropriate analysis of the relationship between the amount of hiding
data and compression efficiency is required and it will be our next research topic.
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Abstract. In this paper, we propose a methodology for hiding a gray
scale guest image of low resolution into another gray scale host image
of higher resolution. The embedding scheme can be used for secure or
economic transmission of the low resolution image through the estab-
lished communication channel for the high resolution image. We encode
the guest image by a two-description subband coder. The information of
one description is embedded in one frequency subband of the host image,
and the other description in the other frequency subbands. We embed the
information in those areas of the host image that contains high texture
to reduce visibility of the embedded information in the host image. At
the receiver, a multiple description decoder combines the information of
each description to reconstruct the original guest image. We experiment
the proposed scheme by embedding a gray scale guest image of 128*128
pixels in the gray-scale host image of 512*512 pixels, and evaluate the
system robustness to various signal processing operations.

1 Introduction

Embedding images into other images and videos has applications in data hiding
and digital watermarking. During the last few years, much progress has been
made in developing watermarking techniques that are robust to signal processing
operations, such as compression [1].

The signature information ranges from pseudo-random sequences to small
image icons. In digital watermarking applications, emphasis is put on authen-
tication rather than quantity and quality of the recovered data. It is necessary
and satisfactory for the watermarking scheme to be able to prove the owner-
ship, even though the host signal has undergone various signal processing or
geometrical attacks. Data hiding has some other types of applications, such as
broadcasting. In this application, the goal is to use an already established mul-
timedia transmission channel for transmission of another multimedia signal. In
this case, we need to recover the embedded information with high quality. How-
ever, in these applications the possibility of active and sever attacks is low. The
host multimedia data could only be changed subject to some signal processing
operations, such as compression, addition of noise, and down-sampling. As in
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digital watermarking, two scenarios are possible at the receiver: (a) referenced
detection, where the original host signal is available, and (b) blind detection,
where the original host signal is not available. The blind detection has a wider
range of applications; however, it is more difficult to implement since the effect
of the host signal on the embedded information cannot easily be removed at the
receiver [1].

There have been few reports on large capacity data embedding [2],[3],[4] ,
Chae and Manjunath used the discrete wavelet transform (DWT) and lattice
code for embedding a signature image/video into another image/video [2]. They
further improved their system by using joint source-channel quantizers [3]. How-
ever; the channel-optimized quantizer is not suitable in data hiding applications,
where intentional or non-intentional manipulations are variable and not known
in advance.

In another approach Swanson et. al. [4] designed a method for embedding
video in video based on linear projection in the spatial domain. The method
is flexile and simple to implement, but like other spatial domain embedding
techniques, it is not robust to compression [4].

In our previous work [5], we proposed an image data hiding scheme in the
spatial domain. The system uses multiple description coding (MDC) of the guest
image and informed data embedding in the spatial domain. In this paper, we
propose a new data embedding and recovering scheme that does not need the
host image at the receiver. We also use data embedding in the wavelet domain
to reduce the visibility distortion. We embed the two descriptions in two in-
dependent channels to enjoy more from the potential of multiple description
coding.

In case that the host signal is faced signal processing operations, we can
retrieve a less corrupted description from the host image and reconstruct the
signature image of acceptable quality using the less corrupted description.

After we provide an overview of the proposed image hiding scheme in Section
2, we explain the encoding process of the guest image using multiple description
coding in Section 3. Section 4 explains the data embedding and extraction pro-
cesses, and Section 5 explains the experimental results of the proposed scheme,
and finally Section 6 summarizes the paper.

2 Overview of the Proposed Scheme

Fig. 1 shows the overall structure of the proposed scheme for guest image data
embedding. We encode the guest image by a two-description subband coder.
The two descriptions are represented by D1 and D2. The two portions of the
host image are analogous to two communication channels for transmission of the
two descriptors. The bitstream of the two descriptions are embedded in the two
subbands.

At the receiver, we use only the received host image to recover the two
descriptions, and reconstruct the signature image using the multiple description
decoder.
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Fig. 1. Signature image embedding in the host image

3 Multiple Description Coding of the Guest Image

Multiple description coding was originally proposed for speech transmission over
a noisy channel [6]. In this paper, we follow a simple but efficient approach of
increasing redundancies in important portions of the image. Fig. 2 shows the
overall structure of the signature image encoding operation. In the first stage,
we decompose the signature image using the Haar wavelet transform, resulting in
four subbands, usually referred to as LL, LH, HL, and HH. The lowest frequency
subband (LL) contains the most important visual information and it needs more
protection compared to high frequency subbands. As Fig. 2 shows, we use MD
scalar quantizer for LL [7]. For high frequency subbands, we just split the pixels
between the two descriptions.
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Fig. 2. Signature image encoding

Except for the lowest frequency subband (LL), the probability density func-
tion (PDF) for other subbands can be closely approximated with the Laplacian
distribution. The LL does not follow any fixed PDF, but it contains the most
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important visual information. We use a phase scrambling operation to change
the PDF of this band to a nearly Gaussian shape [8]. The added random phase
could be an additional secret key between the transmitter and the registered re-
ceiver. We encode the two descriptions of the lowest frequency subband and the
high frequency subbands with four state-trellis scalar quantizers. The average
encoding bit-rate was 3 bit per sample and we obtained PSNR value over 38 dB
for various test images, which is satisfactory in image hiding applications [2].

4 Data Embedding and Extraction in the DWT Domain

For our experiments, we select a gray-scale host image of 512× 512 pixels and
guest image of 128×128 pixels size. We embed the information in the host image
area with high texture content to be less visible. In order to evaluate the texture
content of a block, we apply single-level Haar wavelet decomposition on each
of the two portions of the host image [9]. As depicted in Fig. 3, each block k
with 8 × 8 pixel size in the image is mapped to 4 blocks with 4 × 4 pixel size
in the wavelet domain. We define a normalized measure for the energy of high
frequency bands by

μk =| eH

eL
| (1)

where eH is the average of the absolute value of the high frequency bands
(LH, HL, HH), and eL is the absolute value of the lowest frequency band (LL)
of the corresponding block. μk characterizes the given block texture energy.
Higher value of shows the block has strong high frequency component or high
texture. We consider these blocks good candidate for data embedding and replace
some DCT or wavelet coefficients with embed data. In the following sections, we
explain in more details the process of embedding in each domain.

Original
 Image 

LL LH 

HL HH 

Fig. 3. The wavelet decomposition of the host image for texture measurement

We split the candidate blocks of the host image into two groups, and embed
one description of the guest image in LH and the other in the HL band. For data
embedding, we replace some wavelet coefficients in the selected blocks with the
quantized value of the signature image description ( D1 ) after proper weighting
by a defined modulation factor (α). Since the signature image size is lower than
the host image size, we can select only part of the blocks using the texture
measurement criterion derived in previous section, and replace some pixels of
the total 64 pixels of the wavelet coefficients of a block with signature image
quantized values.
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At the receiver, we first reconstruct the lowest frequency subband of the
guest image from the extracted indices in each portion of the host image, and
recombine the two reconstructed bands. As the lowest frequency band is a blurred
version of the original image. We can estimate the corrupted pixels from the over-
sampled guest image using various error detection and concealment methods. In
developed system, we follow a simple scheme based on comparison of each pixel
with its neighboring pixel average value. Each pixel has four neighboring pixels
from its own description and four neighboring pixels from the other description.

For the pixel with intensity value xi,j first we calculate the average value of
neighboring pixels in the first descriptions: m1 , and the second description: m2;
and then we calculate,

λ1 =| xi,j − m1

m1
| (2)

λ2 =| xi,j − m2

m2
| (3)

High value of λ1 or λ2 suggests possibility of corruption of the pixel. In this
case we can replace the pixel xi,j with m1 or m2 . If the receiver can gain some
knowledge of the type of attack the host image undergone, it can estimate which
description has been more corrupted and adjust the or more efficiently.

For high frequency subbands, we can simply recombine the two independent
descriptions. On the other hand, if based on evaluation from the lowest frequency
subband we estimate that one of the two descriptions is highly corrupted, we
can replace that description with the less corrupted description.

5 Experimental Results and Analysis

For our experiments, two images, ‘F16’ and ‘Einstein’, are used as signature
images, and the ‘Shipping Boat’ image is used as the host images.

In order to control distortion resulted form data embedding in the host im-
age; we can change the embedding factor in the wavelet domain. We set the
modulation factor such that the host images PSNR stays above 38.5 dB for our
further experiments. Fig. 4 shows samples of signature image recovered from the
host images (‘Shipping Boat’) without any attacks.

As the goal of developed system has been image hiding for broadcasting
application, we evaluate the system performance by calculating PSNR values of
the reconstructed guest images. The system can be applied to applications such
as hiding logo images for copyright protection, where the presence or absence
of the signature is more important than the quality of the reconstructed image.
In these applications, we usually set a threshold to decide on the amount of the
cross-correlation between the recovered signature and the original signature [2].
However; in this paper, we concentrate only on image hiding applications and
provide the reconstructed images PSNR values after the host image undergone
some signal processing and geometric operations that could be the result of
transmission or format exchange.
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   Einstein F16 

Fig. 4. Samples of reconstructed signature images

Resistance to Baseline-JPEG Compression: The JPEG lossy compres-
sion algorithm with different quality factors (Q) is tested. Fig. 5 shows the
PSNR variation for different Q factors. As shown in Fig. 5, the PSNR values
drop sharply for Q smaller than 50.
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Fig. 5. PSNR of recovered signature images due to Baseline-JPEG compression

Resistance to Median and Gaussian Filtering: Median and Gaussian
filters of 3 × 3 mask size are implemented on the host image after embedding
the signature. The PSNR of recovered signature are shown in Table 1.

Table 1. PSNR (dB) values of the recovered signature images after implementing
median and Gaussian filters on the host image

Median Filter Gaussian Filter

F16 26.28 30.23
Einstein 25.64 28.52

Resistance to Cropping: In our experiments we cropped parts of the host
image coroners. Fig. 6 shows sample of host image after 20% cropping. We
filled the cropped area with the average value of remaining part of the image.
Table 2 shows PSNR values when some parts of the host image corners are



Blind Image Data Hiding in the Wavelet Domain 753

cropped. Considerably good resistance is due to the existence of two descriptors
in the image and scrambling of embedded information, which makes it possible
to reconstruct the signature image information partly in the cropped area from
the available descriptor in the non-cropped area.

Fig. 6. Sample of the host image after 20% cropping

Table 2. PSNR (dB) values of the recovered signature image for different percentage
of cropping the host image

5% 10% 15% 20%
F16 26.78 25.83 22.40 21.65

Einstein 25.26 24.44 23.30 20.01

Resistance to JPEG2000 Compression: The JPEG2000 lossy compres-
sion algorithm with different output bit rates is tested on the host image. Fig.7
shows the PSNR variation of the recovered signature images.
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Fig. 7. PSNR variation of recovered signature images due to JPEG-2000 compression
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6 Conclusions

We have presented a new scheme for embedding a gray scale image into another
gray scale image. We developed an MDC scheme for encoding guest image based
on MD scalar quantization of the lowest frequency subband and splitting the high
frequency bands. The encoded bitstream of the two descriptions was embedded in
different frequency subbands. We used a measure for evaluating texture content
of the host image blocks for data embedding to reduce the visibility distortion.
Results of various experiments on recovering the guest image after the host image
is undergone different attacks, show the MDC of the guest image and embedding
in different frequency subbands make it possible to recover the guest image with
good quality. The embedding scheme can be further improved by having a prior
knowledge or feedback about types of attacks or processing that host image
might have undergone. The system can be extended for hiding a video signal in
another video signal for transmission.
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Abstract. Image watermarking capacity research is to study how much
information can be hidden in an image. In watermarking schemes, wa-
termarking can be viewed as a form of communication and image can
be considered as a communication channel to transmit messages. Almost
all previous works on watermarking capacity are based on information
theory, using Shannon formula to calculate the capacity of watermark-
ing. This paper presents a blind watermarking algorithm using Hopfield
neural network, and analyze watermarking capacity based on neural net-
work. Result shows that the attraction basin of associative memory de-
cides watermarking capacity.

1 Introduction

Capacity is a very important property of digital watermarking. The purpose of
watermarking capacity research is to analyze the limit of watermarking informa-
tion while satisfying watermarking invisibility and robustness.

Several works on watermarking capacity have been presented in recent years.
Servetto considered each pixel as an independent channel and calculated the
capacity based on the theory of Parallel Gaussian Channels (PGC) [1]. Barni’s
research focused on the image watermarking capacity in DCT and the DFT
domain [2]. Moulin’s work studied a kind of watermarking capacity problem un-
der attacks [3,4]. Lin presented zero-error information hiding capacity analysis
method in JPEG compressed domain using adjacency-reducing mapping tech-
nique [5,6].

In watermarking schemes, watermarking can be considered as a form of com-
munications. Image is the communication channel to transmit messages, and the
watermark is the message to be transmitted. So, watermarking capacity problem
can be solved using traditional information theory. Almost all previous works on
image watermarking capacity are based on information theory, using Shannon
formula to calculate the capacity of watermarking. In this paper, we present a
blind digital watermarking algorithm using Hopfield neural network, and analyze
watermarking capacity based on neural network.
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2 Blind Watermarking Algorithm Based on Hopfield
Neural Network

In this section, we present a blind watermarking algorithm based on Hopfield
neural network, using the Noise Visibility Function (NVF) [7,8] for adaptive
watermark embedding. Our idea is to store host (original) image and original
watermark using associative Hopfield neural network, and to retrieve host image
and original watermark when watermark extracting.

2.1 Adaptive Watermarking

Noise Visibility Function is the function that characterizes local image proper-
ties, identifying textured and edge regions where the watermark should be more
strongly embedded.

Assuming the host image subject to generalized Gaussian distribution, the
NVF at each pixel position can be written as:

NV F =
1

1 + σ2
x(i, j)

, (1)

where σ2
x is the local variance of the image in a window centered on the pixel

with coordinates (i, j). Once we have computed the NVF, we can obtain the
allowable distortions of each pixel by computing:

Δ(i, j) = (1 − NV F (i, j)) · S0 + NV F (i, j) · S1, (2)

where S0 and S1 are the maximum allowable pixel distortions in texture and
flat regions respectively. Typically S0 may be as high as 30 while S1 are usually
about 3. In flat regions the NVF tends to 1, so the first term of Eq.(2) tends to
0, and consequently the allowable pixel distortion dependent on S1. Intuitively
this makes sense, since we expect that the watermark distortions will be more
visible in flat regions and less visible in texture regions. According to above
equation, the watermark embedded in texture or edge regions is stronger than
in flat regions. If we embed maximum allowable watermark in each pixel, the
robustness of watermarking will have a good performance. By this way, we can
achieve the best trade-off between robustness and invisibility.

2.2 Blind Watermarking Using Neural Network

Hopfield neural network is a nonlinear dynamical system, using computational
energy function to evaluate the stability property. The energy function always
decreases toward a state of the lowest energy. Starting from any point of state
space, system will always evolves to a stable state, an attractor.

Neurons state of Hopfield neural network are usually binary {+1, -1}. For the
sake of neural network to store a standard grayscale test image, we decompose
image into eight bit planes. For each pixel, we decide whether the pixel should
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be modified randomly by using a random function. 0 denotes do not modify this
pixel and 1 denotes modify this pixel. Then we can get a matrix that composes
of (0,1). We name the matrix Watermark Bit Plane (WBP). Actually, the WBP
mark the place of watermark embedding in image. Watermark amplitude is
decided by Eq.(2). During the learning of neural network, not only image bit
planes but also Watermark Bit Plane are stored by Hopfield neural network.
In watermark extracting, network recalls the host (original) image and WBP,
and then we compare the retrieved host image with stego (watermarked) image,
extract watermark according a threshold. Finally, comparing retrieved WBP
with extracted watermark, we can judge whether watermark exist in the image
using correlation test.

3 Watermarking Capacity Analysis Based on Neural
Network

Hopfield neural network can work as an associative memory, the patterns are
stored as dynamical attractors, and the network has error-correcting capability.
Basin of attraction is the set of points in the space of system. The radius of
attraction basin is defined as the largest Hamming distance within which almost
all states flow to the pattern. For a trained network, the average attraction
radiuses of stored patterns gives a measure of the network completion capability.

The Hamming distance of two vectors S1 and S2 is the number of components
different from each other. We mark it as dh(S1, S2). The total number of vectors
which Hamming distance to Sp less than r constitutes the r-Hamming sphere:

Br(Sp) = (Sq|dh(Sp, Sq) = r). (3)

Basin of attraction can be denoted by Hamming distance or Hamming sphere,
which represents the error-correcting capability of neural network.

Assume P denotes the number of stored patterns and N denotes the number
of neurons. Hopfield associative memory model can be expressed as:

xt+1
i = sgn

⎡⎣ N∑
j �=i

Wijx
t
j

⎤⎦ , (4)

where xt
i denotes neuron’s state at time t; sgn is the sign function. The connec-

tion weight matrix can be computed according to Hebb rule:

Wij =
1
N

P∑
k=1

uk
i uk

j , (5)

where u1, u2,. . . , uP denotes stored patterns of neural network. Assume
that X0 = {x0

1, x
0
2, . . . , x

0
N}T denotes neural network’s initial state, Xt =
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{xt
1, x

t
2, . . . , x

t
N}T denotes neural network’s state at time t. If we assume the

probe pattern is one of stored patterns, according to Eq.(4) and (5), then:

N∑
j �=i

Wijx
0
j =

N∑
j �=i

1
N

P∑
k=1

uk
i uk

j x0
j

=
1
N

P∑
k=1

⎡⎣⎛⎝ N∑
j=1

uk
i uk

j x0
j

⎞⎠− uk
i uk

j x0
i

⎤⎦
=

1
N

⎡⎣uk
j (uk)T X0 +

P∑
l �=k

ul
i(u

l)T X0 − Px0
i

⎤⎦ . (6)

Because (uk)T X0 = N − 2dh(X0, uk) and N−P
2P < N

2 , If we assume xi are
orthogonal for each other, according to Eq.(20) of Appendix, then:

− 2dh(X0, uk) ≤ (ul)T X0 ≤ 2dh(X0, uk). (7)

When dh(X0, uk) < N−P
2P , then

N − 2dh(X0, uk) − 2(P − 1)dh(X0, uk) − P > 0. (8)

So, when uk
i = +1,

N∑
j �=i

Wijx
0
j =

1
N

⎡⎣uk
j (uk)T X0 +

P∑
l �=k

ul
i(u

l)T X0 − Px0
i

⎤⎦
>

1
N

[
N − 2dh(X0, uk) − 2(P − 1)dh(X0, uk) − P

]
> 0. (9)

when uk
i = −1,

N∑
j �=i

Wijx
0
j <

1
N

[−N + 2dh(X0, uk) + 2(P − 1)dh(X0, uk) + P
]

< 0. (10)

So, uk
i = sgn

[
N∑

j �=i

Wijx
0
j

]
, and then:

x1
i = sgn

⎡⎣ N∑
j �=i

Wijx
0
j

⎤⎦ = uk
i . (11)

According to Eq.(11), if the Hamming distance between the probe pattern
and stored patterns,

dh ≤ N − P

2P
, (12)
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the Hopfield neural network can associative recall the stored pattern at the first
time.

In watermarking schemes, watermark can be viewed as noise that pollutes
the original image. If we modify amplitude of some pixels, then there will occur
some change in corresponding place on bit planes. This means that those bit
planes are polluted. The more watermark embed, the bigger Hamming distance
between stego image with host image is. When the Hamming distance is out of
the bound of attraction basin, neural network cannot recall host image correctly.
So, the bound of attraction basin confines the number of points in the image
that can be modified, furthermore, confines the capacity of watermarking.

Equation (12) is derived when stored patterns are orthogonal. Obviously,
if stored patterns are nonorthogonal, basin of attraction is less than dh. For
analyzing the limit of information, we assume stored patterns are orthogonal.
We think it is reasonable, it just like we assume information source and noise
subject to Gaussian distribution during channel capacity analysis in information
theory.

According to our watermarking algorithm, there are nine stored patterns.
According to Eq.(12), dh ≤ 3640. If the number of modified points of a bit
planes less than dh, neural network can associative recall bit planes successfully.

Modifying a pixel may results in several bit plane’s change in corresponding
place. If a bit plane be modified, corresponding pixel is surely be modified.
Contrarily, if the place of a bit plane is not modified, we cannot affirm this pixel
is not embedded watermark, maybe other bit planes of this place are modified.

Because the maximum watermark amplitude is no more than 30 (decided by
S0 in Eq.(2)), when embedding watermark in a pixel, at least one of five low bit
planes is modified in corresponding point. As the analysis above, the maximum
number of modifiable points is 3640. In an extreme case, modified points in
five low bit planes may different to each other, then the maximum number of
watermarking pixels is n = 5 × 3640 = 18200. In our watermarking algorithm,
watermark is a binary sequence. State of each component in the sequence is
random (decided by a random function). A n-length binary sequence has 2n
combinations in all, each combination appear in probability 1/2n. According to
information theory, information of an n-length binary sequence is:

C = −log2(
1
2n

). (13)

So, in our watermarking algorithm, watermarking capacity is 18200 bits.

4 Experiments

In experiments, three 256 × 256 standard test images Baboon, Peppers and Lena
are used. If the number of neurons equals to the number of pixels, the computa-
tion will be very complex. So we should reduce the dimension of neural network
to reduce the commutative complexity. The NVF is calculated in a local image
region, a window centered on a pixel. We divide image into many non-overlap
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Original Baboon image bit planes (a), (c), (e) and retrieved image bit planes
(b), (d), (f).
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Table 1. Positive detection (presence of watermark) times of one hundred times ex-
periments per test images in different conditions.

Baboon Peppers Lena

stego image 100 100 100
noised stego image 100 100 100

host image 0 0 0
noised host image 0 0 1

regions according to the window size of the NVF. Each region corresponds to a
neuron. If the NVF calculation region is a window of size 5×5, then a 256×256
image can be divided into 51×51 regions, and the dimension of neural network
is 51×51.

In watermark extracting, we assume that the probe patterns are stego image,
noised stego image, host image and noised host image respectively. We experi-
mented 1200 times, one hundred times in above conditions for each test image.
Table (1) shows the result of our experiments. Figure (1) shows original Baboon
image bit planes and retrieved image bit planes.

5 Conclusions

Almost all previous works on image watermarking capacity are based on infor-
mation theory, using Shannon formula to calculate the capacity of watermark-
ing. This paper presents a blind watermarking algorithm using Hopfield neural
network, using the NVF for adaptive watermark embedding. And we analyze wa-
termarking capacity based on neural network. Result shows that the attraction
basin of associative memory decides watermarking capacity.

Acknowledgements. This work was supported by the National Natural Sci-
ence Foundation of China (60075002) and the National High Technology Re-
search and Development 863 Program of China (2001AA144080).
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Appendix

For any N -length vectors P, Q, X,

PT Q = N − 2dh(P, Q),

XT Q = N − 2dh(X, Q),

XT Q = N − 2dh(X, Q). (14)

Using triangle distance inequation:

dh(P, Q) + dh(X, P ) ≥ dh(X, Q), (15)

we can deduce:
N − PT Q

2
+

N − XT P

2
≥ N − XT Q

2
, (16)

and
XT Q ≥ PT Q + XT P − N,

XT Q ≥ −PT Q − XT P − N. (17)

According to Eq.(17), then:∣∣PT Q + XT P
∣∣− N ≤ XT Q. (18)

Similarly, we can deduce:

XT Q ≥ N − ∣∣PT Q − XT P
∣∣ . (19)

If P, Q are orthogonal, PT Q = 0, then:∣∣XT P
∣∣− N ≤ XT Q ≤ N − ∣∣XT P

∣∣ . (20)
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Abstract. A set of coefficient selection rules is proposed for efficiently
determining the effective DCT watermarking coefficients of an image for
JPEG attack. These rules are simple in computation but they are derived
from the theoretically optimized data set with the aid of the parametric
classifiers. They improve the watermark robustness (correctly decoding)
and, in the mean time, decrease the error detection probability (correct
detection). The frequency versus watermark strength space is used in
constructing the selection rules. Simulation results show that the com-
putational complexity is significantly reduced compared to our previous
theory-based optimization work, but still the selected coefficients can
achieve nearly the same performance as the original scheme.

1 Introduction

Many digital watermarking schemes have been proposed for copyright protection,
data hiding and other purposes. In our previous work, we focus on the tradeoffs
between the achievable watermarking data payload, allowable distortion for in-
formation hiding, and robustness against attacks [1]. Although many methods
have been developed to improve the watermark data payload and robustness
while maintaining reliable detection and visual fidelity [2]-[5], few researchers
have proposed techniques to identify the exact coefficient locations for water-
marking. Thus, we suggested a generic approach for selecting the most effective
coefficients for watermark embedding. Using this set of coefficients improves the
watermark robustness and reliability while it maintains the watermark visual
transparency. To a certain extent, we try to find the performance limit of invis-
ible watermarking for a given natural image under the assumptions of known
attack and non-blind detection for DCT-domain watermarking. The non-blind
detection can be used in applications such as transaction-tracking. The synchro-
nization attack is not considered as a problem due to non-blind detection. Since
digital images are often compressed for efficient storage and transmission, we use
JPEG and JPEG2000 as the examples of attacking sources in the design phase.

Although the coefficient selection procedure performs rather well, its com-
putational complexity is very high. Therefore, in this paper, we develop a fast
algorithm with nearly no performance loss. Due to the limited space, only the
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simplified rules for JPEG compression attacking source is presented. Note that
the methodology of the coefficient selection procedure in [1] and the simplified
algorithm proposed in this paper both can easily be extended to the other types
of attacks. Section 2 briefly describes our previous work theory-based optimal
coefficient selection. Section 3 describes the newly proposed coefficient selection
rules. Simulation results are summarized in Section 4 and Section 5 concludes
this presentation.

2 Our Previous Optimization Algorithm

Two optimization stages are proposed in [1] for selecting effective coefficients.
One is the robust and imperceptible coefficient selection stage (Stage One), and
the other is the detection reliability improvement stage (Stage Two). Stage One
conducts a deterministic analysis on the transform coefficients, and then the
proper coefficients and the associated watermark strength are determined so
that the coefficients after a specified attack can still bear the valid marks. The
additive embedding is adopted in the DCT domain, where is the watermark
strength of the ith AC coefficient x[i] and w[i] is the watermark bit. All AC
coefficients are watermarked. For an attack in either the spatial or other trans-
form domains, the watermarked image is converted back to the spatial domain
and the attack is applied. We decode the watermark bits in the DCT-domain.
Several different watermark patterns are tested. If all watermark bits associated
with a certain DCT coefficient are correctly decoded, this coefficient is retained
in the Stage One candidate set. We examine the all-positive and all-negative
watermark patterns. When the attack is not applied to individual coefficients in
the DCT-domain, we also test the alternate polarity pattern in which the odd-
index watermark bits (in zigzag scan order) are +1 and the even-index ones are
-1. This is because the attack distortion on a DCT coefficient also depends on
its neighboring watermark bits. Our experiments indicated that we can identify
robust coefficients with rather high probability by only 4 patterns. The Wat-
son’s visual model is adopted for contrast masking threshold computation and
the parameter values are taken from the Checkmark package [6].

Some robust coefficients may produce higher detection error probability.
Thus, Stage Two calculates the statistical measures on images and attacks, and
it discards the weak coefficients. An iterative procedure is proposed and only
one coefficient is discarded in each iteration. At the beginning of one iteration,
if N coefficients remain, N candidate sets are formed by deleting one coefficient
alternatively in this N -coefficient set. That is, there are N -1 coefficients in each
candidate set. Then, the watermark detection statistics based on signal depen-
dent channel distortion model [7] and the Bayes’decision rule for each candidate
set is calculated for each candidate set. The error detection probability is the
average of the false positive probability and false negative probability. Then,
the set with the lowest detection error probability is chosen if the average error
probability decreases from the previous iteration. The coefficient discarding pro-
cess is repeated until the overall error probability cannot be further reduced. If



Efficient Algorithms in Determining JPEG-Effective Watermark Coefficients 765

there are N selected coefficients at the beginning of Stage Two, and K dropped
coefficients in the process, the execution time of Stage Two will be O(KN2).
Thus, a fast algorithm is very desirable.

3 Efficient Robust and Reliable Coefficient Selection
Rules

Our goal is finding simplified rules to separate the selected coefficients and
dropped coefficients for a given input image based on the theoretically optimized
data set derived from [1]. We adopt a parametric linear classifier for classification
[8]. For a parametric approach, most of the estimated expressions are functions
of expected vectors and covariance matrices. Although linear classifiers are not
optimum, we use it due to its simplicity. The classifier (linear discriminate func-
tion) is

h(X) = V T X + v0, (1)

where X is the given input data vector which distributions are not limited,
V = [v1v2 . . .]T is the coefficient vector, and v0 is a threshold value. To find the
optimal V T and v0 for a given distribution, the criterion g is maximized, which
measures the between-class scatter normalized by the within-class scatter,

g =
P1η

2
1 + P2η

2
2

P1σ2
1 + P2σ2

2
, (2)

where Pi, ηi, and σi are the priori probability, expected value of h(X), and
variance of h(X) for class i, respectively. As a result,

V = [P1Σ1 + P2Σ2]−1(M2 − M1), (3)

v0 = −V T [P1Σ1 + P2Σ2], (4)

where Σi is the covariance matrix for a given expected vector X. Here, the well
known fisher criterion is not adopted since it cannot determine the optimum
v0. The features in our problem are frequency f , amplitude x and admissible
watermark strength α. Our target is to find a piece-wise linear classifier (dis-
criminator) that separate the selected coefficients from the dropped ones. We
have looked at the case that uses all three features (f ,x,α) (3-D domain). To
simplify calculations, we also search for a 2-D feature space with smallest av-
erage misclassification rate. Our experiments show that the ”optimal” average
misclassification rate in the 2-D space ”(f ,α)” is only 1% lower than that of the
3-D domain classifier. There are three 2-D domain candidates: (f ,x), (f ,α), and
(x,α). Let Dfx, Dfα and Dxα be the misclassification rate due to the selected
coefficients are misclassified as dropped coefficients in the aforementioned three
candidate spaces, respectively, Sfx and Sfα, and Sxα be the misclassification
rate due to the dropped coefficients are misclassified as selected coefficients. To
decrease Sfx and Sfα, and Sxα, we set P1 = 0.4 and P2 = 0.6. For further
improving the classification accuracy, we divide a space into three subspaces,
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and design one linear classifier for each subspace. For (f ,x) and (f ,α) spaces,
the separation is based on f=0-9, f=10-19 and f=20-63. For space (x,α), they
are x=0-49, x=50-99 and x=100-∞. Our image data base contains 30 natural
images. The training set is generated using the method described in Sect. 2. Four
JPEG quality factors ranging from 50 to 80 are used. We adopt the definition
of JPEG quantization step size defined in [9]. The misclassification rates in all
cases (2D domains) are listed in Table 1. Because the best 2-D (f ,α) space is
1% worse than the 3-D (f ,x,α) classifier, the former is adopted for a much lower
computation complexity.

Table 1. Misclassification rates in three 2-D feature spaces

Design Phase Sfx Sfα Sxα Dfx Dfα Dxα

JPEG50 0.31 0.18 0.66 0.07 0.10 0.40
JPEG60 0.29 0.18 0.65 0.06 0.09 0.38
JPEG70 0.27 0.18 0.63 0.06 0.09 0.35
JPEG80 0.27 0.16 0.57 0.05 0.08 0.30

Fig. 1. The classifier at JPEG quality factor 50 with coefficients from 30 natural images

Thus, we can now select effective watermarking coefficients with the simpli-
fied rules. Figure 1 shows the classifier (coefficient selecting rules) for the JPEG
quality factor 50 in the design phase. Although these rules eliminate a number
of poor candidate coefficients, the remaining coefficients do not necessarily have
the required robustness. Therefore, we apply the original Stage One process to
the retained coefficients for further removing weak coefficients.
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4 Simulation Results

To examine the performance of the proposed rules, we test images which are
not used in training. Limited by space, only the results for pictures Lena and
Baboon are included. For the JPEG quality factor 50 in the design phase, the
PSNR values between the original and the watermarked images are 45.2 dB and
39.98 dB for Lena and Baboon, respectively. And, they are 42.9 dB and 36.82 dB
for JPEG quality factor 80 in the design phase. The embedded watermarks are
invisible as we inspect them visually. The comparisons between the original and
the simplified schemes are shown in Tables 2 and 3. Let the overlapped percent-
age be the number of coefficients selected by both the original Stage One and the
simplified scheme divided by the number of selected coefficients by the original
Stage One. We find that the overlapped percentage is higher than 70%. The
detection error probability using the simplified scheme is still very small (all less
than 10−135 for Lena). Practically these rules are as good as the original massive
iteration scheme. In the case of Baboon image, the overlapped percentage is over
85% and the detection error probability is all less than 10−245. The data shown
in Fig. 2 is each averaged over 5000 watermarked images with different random
watermark sequences. Also, the same 5000 watermark sequences are correlated
with the unmarked but JPEG compressed image and the results are averaged in
Fig. 3. Figure 3 shows that the selected coefficient survives JPEG compression
at higher quality factors may not survive JPEG compression at lower quality
factors. To verify the designed false negative and positive error probabilities, the
mean, variance, minimum and maximum values of the normalized correlation
sum after the JPEG attacks are computed. (The normalization is normalized
against the embedded watermark power as discussed in [1], and thus is not
bounded to [-1, 1].) Due to the limited space, only the mean of the normalized
correlation sum for watermarked images is shown in Fig. 2. The mean value of
the normalized correlation sum C is computed by

C =
1
M

M∑
i=1

c[i] =
1
M

M∑
i=1

y[i]×(w[i]×α[i])
σ2

d

, (5)

where y[i] is the difference between the DCT coefficients of the received image
and the original image, w[i] is the watermark signature and M is the number
of selected coefficients. For a watermark sequence, C is compared against the
detection threshold which is approximately the average of the mean values of
the normalized correlation sum of the watermarked E{c|H1} and unmarked im-
ages E{c|H0}[1]. The presence of the watermark is declared if H1 is favored. In
all cases, there is no failure for either watermarked or unmarked 5000 images.
Finally, small variance implies lower error detection probability. The variance
values V ar{c|H0} and V ar{c|H1} are all smaller than 0.0018 after JPEG at-
tacks with different quality factors for both watermarked and unmarked cases.
We also test the JPEG-robust watermark against several other signal processing
attacks by as shown in Fig. 4 and the data are obtained by averaging over 100
different random watermark sequences. The E{c|H1} is over 0.8 after JPEG2000
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Table 2. The comparisons of the selected coefficients for Lena

Design No. of No. of Estimated No. of Estimated
Phase Selected Selected Perror Selected Perror

Coeff. Coeff. after Coeff. by
by Org. by Org. Org. by Fast Fast
Stage 1 Stage 2 Stage 2 Scheme Scheme

JPEG50 4738 4019 5.505e-299 3609 2.097e-136
JPEG60 6007 5082 0.000e+000 4516 6.803e-181
JPEG70 8041 6587 0.000e+000 5911 2.320e-253
JPEG80 111473 9439 0.000e+000 8166 0.000e+000

Table 3. The comparisons of the selected coefficients for Baboon

Design No. of No. of Estimated No. of Estimated
Phase Selected Selected Perror Selected Perror

Coeff. Coeff. after Coeff. by
by Org. by Org. Org. by Fast Fast
Stage 1 Stage 2 Stage 2 Scheme Scheme

JPEG50 9270 7359 0.000e+000 7877 3.099e-246
JPEG60 11743 8972 0.000e+000 10130 0.000e+000
JPEG70 15912 13105 0.000e+000 13708 0.000e+000
JPEG80 22931 18885 0.000e+000 20120 0.000e+000

Table 4. The comparisons of the selected coefficients for Baboon

Design No. of No. of No. of
Phase Processed Processed Processed

Coeff. Coeff. Coeff.
by Org. by Org. by Fast
Stage 1 Stage 2 Scheme

JPEG50 64512 3152520 73629
JPEG60 64512 5134207 74108
JPEG70 64512 10641870 75139
JPEG80 64512 21277960 76366

attacks at bit rates 0.125 bpp and 0.0625 bpp. We also compare the computa-
tional complexity between the original and the simplified stages as shown in
Table 4. The computational complexity is expressed by the number of processed
DCT coefficients. For image Lena at JPEG quality factor 80, the simplified
scheme requires roughly 1

266 of the computations of the original scheme (Stage
One + Stage Two) for large candidate sets. The simplified scheme does greatly
reduce the computational complexity.
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Fig. 2. The mean of the normalized correlation sum after JPEG attacks at different
quality factors for watermarked Lena

Fig. 3. The percentage of correctly decoded coefficients at the detector after JPEG
attacks for Lena
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5 Conclusions

In this paper, we propose an efficient algorithm for selecting JPEG-effective wa-
termark coefficients. In most cases, the new scheme uses only 1

100 of the compu-
tation needed in the original scheme in [2]. The methodology of both the original
coefficient selection procedure in [2] and the simplified algorithm proposed here
can be easily extended to the other types of attacks.
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Abstract. In this paper, a new fragile watermarking is proposed. It is
different from most existing schemes to resist the famous birthday attack.
The classic NPC problem knapsack problem in algorithm is introduced.
It uses a random sequence to encrypt the bit planes of image pixels and
regard the encrypted result as the indicative vector for knapsack set. The
NP computation of knapsack problem is applied to make the fragile wa-
termarking system secure.This scheme can effectively resist the birthday
attack with a higher resolution than the algorithm before. Theoretical
analysis and experimental results demonstrate its effectiveness in resist-
ing the birthday attack and good property of localization.

1 Introduction

Multimedia digitalization provides the accessing of multimedia information with
great convenience and also improves the efficiency and accuracy of information
expression. With the increasing popularization of Internet, multimedia informa-
tion communication has stretched to an unprecedented depth and width with
more publishing methods. Nowadays, people can issue their own works, impor-
tant information, and conduct network trade and etc. However, there are many
severe problems coming with the popularization of Internet such as easier torts
and more convenient tamper. Therefore, how to make full use of the convenience
of Internet and also provide effective protection for intellectual property rights
has become the focus of research. On this occasion, digital watermarking appears
as an effective approach to solve this problem. There are two kinds of digital wa-
termarking, one is robust watermarking and the other is fragile watermarking.
Robust watermarking can protect the copyright of digital media and fragile wa-
termarking can verify the integrity and authenticity of digital multimedia. In
this paper, we focus on the fragile watermarking.

Recently, many image fragile watermarking techniques have been proposed,
such as [1][2][3][4]. Among them, Wong [3][4] proposed to partition an image
into sub-blocks and use cryptographic hash function, such as MD5 to compute
the digital signature of each image block and the size of the whole image. With
the signature as authentication information the scheme embeds watermark into
the LSB of every image block. However, the size of image blocks is restricted by
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the length of the digital signature generated by cryptographic hash function and
even if the size of image block is 8× 8, it still can not resist the famous birthday
attack. In [5] it proposed to enlarge the size of image blocks to resist this attack,
and in [6] it proposed to compute the digital signature of an image block and its
neighbor blocks to resist this attack. However, these methods both lead to the
loss of local resolution.

In this paper, we propose a new method to solve this problem. We apply
the intractability of knapsack problem and generate a knapsack set. We encrypt
the bit planes of image blocks with random sequence and use the encrypted se-
quence as the indicative vector for knapsack set to calculate the sum of knapsack
sequence. Then we use the result as authentication information. The rest of this
paper is structured as follows. In Section 2 we describe the embedding algorithm.
The process of extraction and verification will be presented in Section 3. In Sec-
tion 4 the security of the scheme will be discussed. In Section 5 experimental
results are shown and lastly in Section 6 conclusions are given.

2 Embedding Algorithm

First of all, since the knapsack problem will be used to design the fragile water-
marking, it is necessary to give a brief introduction on the knapsack problem.
The knapsack problem is as follows: given a set {a1, a2, · · · , an} of positive in-

tegers and a sum s =
n∑

i=1
xiai, where each xi ∈ {0, 1}, recover the xi. It is well

known that this problem is NP-complete. For large knapsack problem it is hard
to solve. In [7] it is showed that the knapsack problem is NP-complete. At present
time the method that can break the knapsack system in polynomial time does
not exist.

We describe in the section our fragile watermarking algorithm for grayscale
images. For color images the same technique can be applied independently to
the color planes of the image, either in the RGB color space or in any other
color space such as YUV. Let A denote the original m × n grayscale image.
Then, image A is partitioned into non-overlapping k × l sub-blocks. These sub-
blocks are arranged in raster-scan sequence with Ai denoting the ith block(i =
1, 2, · · ·

⌈
m×n
k×l

⌉
). We use K1 as the private key to generate a one-dimensional

binary vector of length 7 × m × n (its elements are 0 or 1) and dividing it into
one-dimensional sub-vectors ri of length 7 × k × l, corresponding to the image
sub-block Ai. They will be applied to encrypt the bit planes of image blocks.

And then we generate a knapsack set bag = {a1, a2, · · · , a7×k×l}, (Let
7×k×l∑

i=1
ai

satisfy
7×k×l∑

i=1
ai ≤ 2k×l, so that the authentication information generated by it

can be inserted into the LSB of image blocks.) and set it as public information
for verification just like a cryptographic public key.

The following paragraphs will describe the embedding method for one image
block.
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Step1. According to row priority order, the 7 MSB of image block Ai is
arranged into a one-dimensional binary vector of size 7 × k × l. Let vi denote it.

Step2. We combine ri with vi using an exclusive or function. That is, we
compute pi = vi ⊕ ri where ⊕ denotes the element-wise exclusive OR operation
between vi and ri.

Step3. We use pi as the indicative vector for knapsack set and calculate the

sum sumi =
7×k×l∑

j=1
pi(j) · aj . The sumi is used as authentication information.

And then we use k × l bits to represent sumi and arrange them into a k × l
binary matrix Si according to row priority order.

Step4. We combine Si with Wi using an exclusive or function. That is, we
compute W̄i = Si⊕Wi where ⊕denotes the element-wise exclusive OR operation
between the two vectors. We encrypt W̄i with the private key K, Ci = Ek(W̄i).
Inserting Ci into LSB of Ai bit by bit.

3 Watermark Extraction and Verification

The sumi is calculated by the encrypted bit planes of image blocks and knapsack
set. The knapsack set, the public information for verification, doesn’t change.
And the change of pixel grayscale level will absolutely lead to the change of image
block’s bit planes. Therefore, when pixel grayscale level is changed sumi will also
change. Thus, we can find out whether pixel grayscale level changes or not by only
detecting whether sumi, that is Si, is changed or not. We partition the image into
blocks just like embedding algorithm and split the verification image block Vi

into two parts Gi and Qi. Gi is the LSB part of image block and Qi is the 7 MSB
of the image block. After the same processing in embedding algorithm exerted
on Qi, we first obtain the sum sum′

i and then transfer sum′
i into a binary matrix

S′
i. We decipher Gi with private key K, Ui = Dk(Gi) and compute Oi = S′

i ⊕Ui

using an element-wise exclusive or procedure. If Oi equals the original watermark
block Wi, it means the sum of knapsack sequence is not changed and the image
is not tampered either. Conversely, the image is tampered.

4 Security Analysis

Since the same procedure is used to embed the watermark into every image
block, we can choose any image block for security analysis and take the ith block

for example. Its authentication information is sumi, sumi =
7×k×l∑

j=1
pi(j) · aj , aj

is the element of knapsack set, pi = vi ⊕ ri. Supposing that an attacker knows
sumi, if the attacker wants to tamper image block Ai successfully, he, first of all,

has to build another indicative vector p′
i to satisfy sumi =

7×k×l∑
j=1

p′
i(j) · aj . How-

ever, if the attacker wants to build p′
i, it means that he must solve a knapsack

problem containing 7 × k × l elements. The complexity of this computation is
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27×k×l and moreover, p′
i does not necessarily exist. Even if he can build the in-

dicative vector p′
i, the chance of successful tampering is still very small. Because

in our scheme the indicative vector is calculated by encrypting the 7 MSB of the
image block with random sequence ri, when the attacker tampers image block
Ai into A′

i, that is, vi is changed into v′
i (The vi and v′

i are generated by the 7
MSB of Ai and A′

i respectively), he has to satisfy v′
i ⊕ ri = p′

i. But he does not
know the sub-vector ri, the random sub-sequence generated by private key K1.
Because the sub-vector ri is 7 × k × l long, there are the 27×k×l7 × k × l-tuples
of 0’s and 1’s. Therefore, even if the attacker can calculate p′

i, the probability of
successful attack will reduced to 1/27×k×l. Obviously the probability of success-
ful attack will decrease rapidly as k × l becomes larger. Furthermore, attackers
don’t know the sumi, because we encrypt the combination of binary matrix Si

and watermark sequence with the private key K.

5 Experimental Results

To demonstrate the feasibility of our scheme and high local resolution, two tests
have been done. One is locating the tamper area with Wong’s scheme proposed
in [3,4]. The other is locating the same tamper area with our scheme. The famous
Lena image of size 512 × 512 is used as the test image.

In the first test, we use the method of Wong’s proposed in [3,4]. The exper-
imental results are shown in Fig. 1(a)-(d). Fig. 1(a) is the original 512 × 512
gray-level Lena image. The watermarked image is given in Fig. 1(b). The tam-
pered watermarked image, where we draw a cross on the face of the girl is shown
in Fig. 1(c). Fig. 1(d) is the detection result of tampered area. It indicates that
this scheme can successfully detect the tamper. (The white area in the detection
result means the places where the image has been tampered.)

In the second test, we use our scheme. With the method we described above,
we partition the image into image blocks of size 6×6 equally and randomly select
7 × 6 × 6 = 252 prime numbers that are less than 100,000,000 as the knapsack
set. Private key symmetric encryption function has been applied to encrypt
the bits series, which generated by the combination of the watermark and the
authentication information. (Certainly, we can employ some more complicated
encryption algorithms to encrypt the bits series to make the bits series more
secure.) Experimental results are shown in Fig. 2(a)-(d). Fig. 2(a) is the original
512×512gray-level Lena image. The watermarked image is given in Fig.2 (b). We
can see that the watermarked image has good quality with a peak-signal-noise
rate (PSNR) of 51.0db.The tampered watermarked image, where we draw a cross
on the face of the girl is shown in Fig. 2(c). Fig. 2 (d) is the detection result of
tampered area. It indicates that our scheme can successfully detect the tamper.

From the results above, we can get the following conclusions. Both schemes
have a good visual effect, but the local resolution of our scheme is higher than
Wong’s scheme. (Obviously, the white area in the detection result of our scheme
is smaller than that of Wong’s.)
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Fig. 1. The results of Wong’s scheme (a) Original image (b) Watermarked image (c)
Tampered watermarked image (d) Detection result 
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Fig. 2. The results of our scheme (a) Original image (b)Watermarked image (c) Tam-
pered watermarked image (d) Detection result
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6 Conclusion

In this paper, we propose a new fragile watermarking for image authentication.
The image authentication method is based on the classic NPC problem knapsack
problem in algorithm. The scheme can verify every image block by detecting
the variation of indicative vector for knapsack set, thus the tampered area can
be located. It applies the NP computation of knapsack problem to resolve the
security problem existing in the common methods. Analysis and experimental
results demonstrate its effectiveness and practicability.
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